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## Abstract

In the first part of this dissertation, the extremal theory of graph minors is developed as follows. The results of Bollobás, Catlin and Erdős showing how large a complete minor is found in a random graph are extended to showing how large a complete bipartite $K_{s, t}$ minor is found for given $t$, even up to $t=$ $n-\log n$. The Hadwiger number of random graphs in a model where different parts of the graph have different edge probabilities is determined almost surely. For a class of dense graphs generalising that of complete bipartite graphs, 'blown-up' graphs, the extremal problem in terms of average degree is solved asymptotically, generalising results of Thomason, the extremal graphs being random graphs, and it is shown how a restricted class of blown-up graphs are 'critical' for this problem. For $K_{2, t}$ minors, the extremal problem is solved exactly (rather than asymptotically) with the exact best possible number of edges to force such a minor, the methods being substantially different from those for denser minors. For complete minors, it is shown that the extremal graphs are quasi-random in the sense of Chung, Graham and Wilson, or essentially disjoint unions of quasi-random graphs, answering a question of Sós. The extremal problem in terms of connectivity rather than average degree is also considered, with results that are significantly stronger than those in terms of average degree in the cases where they apply.

In the second part of this dissertation, extremal problems relating to directed graphs are considered. The minimum number of monotone subsequences of length $k+1$ in a permutation of length $n$ is considered; the extremal permutations are determined exactly for $k=2$, and for $k>2$ and $n \geq k(2 k-1)$ subject to an additional constraint, the number of extremal permutations being related to the Catalan numbers.

## Introduction

Extremal graph theory, which essentially started with the work of Turán [68], concerns in its greatest generality the extremal values of some parameter in some class of graphs, and the nature of those graphs that attain the extremal values. A commonly considered parameter is that of the number of edges, or equivalently the average degree, and we may ask for the maximum average degree of graphs which do not contain some given substructure. Where the substructure is a complete subgraph, the exact extremal result was determined by Turán [68]; where it is some other nonbipartite subgraph, the extremal result is the Erdős-Stone-Simonovits theorem [16, 15].

In the first part of this dissertation, we develop the extremal theory of graph minors. The extremal problem for complete minors in terms of average degree was considered by Mader [36], and a succession of authors refined the bounds until the exact extremal result was found by Thomason [64]. Thomason provided an explicit form of the extremal graphs in terms of quasirandom [9] graphs, but the outline argument given to show that this is the extremal form is flawed. In Chapter 5 we answer a more general question of Sós about the form of graphs without large complete minors, and in so doing we correct and complete Thomason's argument.

In Chapter 3, we extend this extremal theory to cover a wider class of dense minors. The aim of this work is to find a structural property of $H$ that
determines the extremal function, analogous to the rôle of the chromatic number in the Erdős-Stone-Simonovits theorem; to some extent we succeed (for example, for dense regular graphs, and for almost all graphs), although without an exact characterisation for all cases; in joint work with Andrew Thomason, this is taken further in [41]. Because the extremal graphs are often random graphs, it is important to consider when given minors occur in random graphs, and we do this in Chapter 2, extending the work of Bollobás, Catlin and Erdős [2] on complete graphs as minors of random graphs.

Just as the extremal problems for bipartite subgraphs are less well understood than those for other subgraphs, the extremal problems for sparse minors are less well understood than those for dense minors. In Chapter 2 we consider in detail when complete bipartite graphs occur as minors of random graphs, and in this case we can obtain precise results that cover very sparse graphs as well as dense graphs. For dense minors, the graphs of maximum average degree that do not have a given minor turn out to be related to random graphs, but this does not happen for sparse minors. The specific case of $K_{s, t}$ minors, where $s$ is fixed, is considered in Chapter 4, where a precise answer to the extremal problem is found for the case $s=2$; there, provided $t$ is sufficiently large, an average degree of $t+1$ forces a $K_{2, t}$ minor, but there are graphs with any smaller average degree and no $K_{2, t}$ minor.

Extremal problems for graph minors can, of course, be considered in terms of parameters other than the average degree. In Chapter 6, we consider the extremal problem for complete minors in terms of the connectivity, and obtain partial results that are better than those in terms of average degree in certain cases.

In the second part of this dissertation, we consider some other extremal problems relating to directed graphs. In Chapter 8, we consider briefly two
long unsolved simple problems which seem to be related to each other, and give another conjecture which is also very simple and appears to be related to those problems. In Chapter 9, we consider an extremal problem related to the result on monotone subsequences of Erdős and Szekeres [17]. This problem, though not at first sight a problem relating to graphs, can be expressed as a problem on tournaments in a way which shows its natural symmetry, and this form of the problem allows a result in graph theory to be applied to show that certain sequences are extremal, and with a little more effort to give a complete characterisation of the extremal sequences for subsequences of length 3. A conjectured characterisation is also given for extremal subsequences of greater length, provided that the sequence in which subsequences are to be found is sufficiently long, and this is proved correct for a constrained version of the problem.

I would like to thank Andrew Thomason for his helpful comments and suggestions about the work that has gone into this dissertation. Much of Section 3.3 (dealing with the question of which graphs are critical when finding dense minors in both random and more general graphs) represents joint work with Andrew Thomason.

## Notation

In general the terminology and notation of Bollobás [1] are used in this dissertation. Particular points to note are that graphs are simple and undirected unless stated otherwise; they are also finite throughout this dissertation. We write $H \prec G$ or $G \succ H$ to denote that $H$ is a minor of $G$. We use $\mathbb{P}$ for probability and $\mathbb{E}$ for expectation. We write $\operatorname{Bi}(n, p)$ for the binomial distribution that is the sum of $n$ independent random variables, each of which is 1 with probability $p$ and 0 with probability $1-p$. We use the term oriented graph for an orientation of an undirected graph; in particular, an oriented graph may not have both edges $x \rightarrow y$ and $y \rightarrow x$. In a directed graph, $\Gamma^{+}(v)$ denotes the out-neighbourhood of $v$ and $\Gamma^{-}(v)$ the in-neighbourhood. The most commonly used random graph model is that where each edge is independent and has the same probability of being present; where that probability is $p$, and the graph is of order $n$, we write this $\mathcal{G}(n, p)$. We write $\subset$ for subsets, where equality may occur.

## Part I

## Graph Minors

## Chapter 1

## Introduction to graph minors

We recall the standard definition of a minor:

Definition 1.1 Let $G$ be a graph. A minor or subcontraction of $G$ is a graph $H$ that can be obtained from $G$ by a series of vertex and edge deletions and edge contractions. Equivalently, it is a graph $H$ such that there exist disjoint subsets $W_{u} \subset V(G)$, for $u \in V(H)$, such that all $G\left[W_{u}\right]$ are connected and, for all $u v \in E(H)$, there is an edge in $G$ between $W_{u}$ and $W_{v}$. This relation is written $H \prec G$.

Graphs which do not have some given minor, or which do not have any minor in some given set of graphs, have been studied and characterised in many ways. A major part of the theory of graph minors is in the series of papers by Robertson and Seymour [42, 43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57], which aims towards proving Wagner's conjecture that, in any infinite set of finite graphs, some one is a minor of some other. In the course of this series of papers, various results are proved about the structure of graphs without a given minor, in terms of their concept of 'tree-width'. They also prove [49] a version of Kuratowski's theorem [33] for general surfaces, that
for any surface there is a finite set of excluded minors, such that a graph can be drawn in that surface if and only if it does not have any of the excluded minors. (A simpler proof using the Robertson-Seymour theory has since been given by Thomassen [67]. The parts of the Robertson-Seymour theory used in this proof were further simplified by Diestel, Jensen, Gorbunov and Thomassen [13].)

Extremal problems in graph minors, concerning parameters other than tree-width, have also long been considered. Hadwiger [21] conjectured that $\chi(G) \geq k$ implies that $K_{k} \prec G$. The following definition is standard:

Definition 1.2 The Hadwiger number of a graph $G$ is the largest integer $k$ such that $K_{k} \prec G$.

Mader [36] showed that a sufficiently large average degree forces a $K_{t}$ minor, which leads naturally to the question of what average degree is required. Bollobás, Catlin and Erdős [2] determined what order of complete minor occurs in a random graph, $n / \sqrt{\log _{1 / q} n}$ for a $\mathcal{G}(n, 1-q)$ random graph; this showed Hadwiger's conjecture to hold for random graphs, and Fernandez de la Vega [18] observed that this showed that random graphs are good examples of graphs with high average degree but no large complete minor, and that it implied that the necessary average degree to force a $K_{t}$ minor was not just a linear function of $t$. Kostochka [29, 30] showed that random graphs are within a constant factor of being optimal. The exact extremal function was then determined by Thomason [64]: the average degree that forces a $K_{t}$ minor is $(1+o(1)) \alpha t \sqrt{\log t}$ for an explicitly determined constant $\alpha$. The random graphs achieving this extremum are graphs of a certain order and a fixed density $\lambda$.

Thomason [64] described the extremal graphs in terms of graphs that are quasi-random in the sense of Chung, Graham and Wilson [9] or Thoma-
son [61], with an outline proof. That outline proof turns out to be flawed where it claims to show quasi-randomness, and I fill that gap in [39] and Chapter 5. Sós asked a more general question: sometimes quasi-random graphs contain larger minors than the corresponding random graphs (examples are given by Thomason [63]; and indeed the problem, raised by Mader, of explicitly presenting graphs without large complete minors remains open), but might the converse be true? That is, if a graph of order $n$ and density $p$ had no complete minor larger than that in a random graph $\mathcal{G}(n, p)$, would the graph then necessarily be quasi-random? This is answered in Chapter 5.

Bollobás, Catlin and Erdős [2] only give their proofs for graphs $\mathcal{G}\left(n, \frac{1}{2}\right)$, although they note that the results may straightforwardly be extended to $\mathcal{G}(n, p)$ for any $p$; and their results are only for complete minors, as are those of Thomason [64], not for other minors H. In Chapter 2 and Chapter 3 we consider when more general graphs $H$ occur as minors of random graphs. In particular, we find that large classes of graphs $H$ (which include almost all graphs, and dense regular graphs) occur as minors in random graphs $G$ just when complete graphs $K_{|H|}$ do. Graphs that are easier to find as minors in random graphs than complete graphs are must possess what we call a tail. In Chapter 3 we consider the corresponding extremal problem for more general dense graphs $H$ (although not for all such $H$ ), showing the same relation to random graphs as was found by Thomason [64] for complete minors: the extremum is determined by random graphs of a certain order, and constant density $\lambda$. In joint work with Andrew Thomason [41], this is extended to wider classes of graphs, including some graphs that are sparse but not too sparse (having $t^{1+\tau}$ edges for positive $\tau$ ).

Most of these results require $H$ to be sufficiently large for its density, although in Chapter 2 we consider sparse complete bipartite minors of random
graphs. One can also consider extremal problems for sparse minors $H$; in many such cases where $H$ is very sparse, the extremal graphs are no longer random. We do not have a general theory for these graphs, but in Chapter 4 we consider the case where $H$ is $K_{s, t}$ where $s$ is fixed and $t$ is large, and find a precise result when $s=2$.

Extremal problems for graph minors can also be considered in terms of parameters other than the average degree. (Problems in terms of girth have been considered by Thomassen [66] and Kühn and Osthus [32]. Kühn [31] showed that large 'external connectivity' forces a large complete minor.) For given $t$, the extremal graphs (in terms of average degree) of large order with no $K_{t}$ minor are made of dense quasi-random components joined by a few edges. If we require a certain connectivity, rather than a certain average degree, such graphs can no longer occur. Thus, we might expect that, for large $n$, a connectivity smaller than the $O(t \sqrt{\log t})$ average degree would suffice to force a $K_{t}$ minor. In Chapter 6 we consider this problem; in a specific case, we find that the necessary connectivity is linear in the order of the minor required. A stronger conjecture about the specific case of 6connected graphs with no $K_{6}$ minor has been made by Jørgensen [28].

## Chapter 2

## Minors in random graphs

### 2.1 Introduction

Bollobás, Catlin and Erdős [2] considered the problem of determining the Hadwiger number of a $\mathcal{G}\left(n, \frac{1}{2}\right)$ random graph, showing that it is almost surely $(1+o(1)) n / \sqrt{\log _{2} n}$. They did not state their results and proof for more general $\mathcal{G}(n, p)$ graphs, though they noted that they could straightforwardly be extended; for constant $p$, the Hadwiger number will almost surely be $(1+o(1)) n / \sqrt{\log _{1 / q} n}$, for $q=1-p$. (In fact they gave a more precise result for $p=\frac{1}{2}$, bounding the $o(1)$ term; in this chapter we only attempt to find results to within a $1+o(1)$ factor.) The problem was also considered by McDiarmid [35].

It is natural to consider what other minors might be found in random graphs. After complete minors, the next simplest to consider are complete bipartite minors, which we consider in Section 2.2. If we fix the ratio $\beta:(1-$ $\beta$ ) of the parts of the minor, and ask for how large a $t$ a $K_{\beta t,(1-\beta) t}$ minor can be found, it turns out that $t=(1+o(1)) n / \sqrt{4 \beta(1-\beta) \log _{1 / q} n}$ almost surely; in particular, a $K_{t / 2, t / 2}$ minor is not significantly easier to find than a $K_{t}$ minor.

Further, if $\beta \leq \frac{1}{2}$, it turns out that we can find a $K_{\beta t}+\overline{K_{(1-\beta) t}}$ minor just as easily as a $K_{\beta t,(1-\beta) t}$ one.

These questions can be extended in two directions. First, we can ask how large a complete bipartite minor can be found in a random graph if the ratio of the parts of the minor is not fixed, and one part is much larger than the other; that is, given $t$, we can ask for the largest $s$ such that $G$ has a $K_{s, t}$ minor. In Section 2.2 we see how an exact answer can be given to this, even up to $t=n-\log n$.

Second, we can look at more general minors than complete bipartite ones. We already saw how in some cases a larger minor is just as easy to find in a random graph as a smaller one; random graphs have $K_{t / 2, t / 2}$ minors essentially just when they have $K_{t}$ minors. The notion of bipartite and multipartite graphs can be extended to a notion of blown-up graphs. These are discussed in Section 3.3 in the next chapter because the main use of the methods and results relating to these graphs is in considering questions of when a more general dense graph can be found as a minor, for which in many cases the extremal graphs turn out to be random.

All this work deals with the $\mathcal{G}(n, p)$ random graph model. Other random graph models can also be of interest. In Chapter 5 we are interested in graphs that are non-quasi-random; that is, where the density in different parts of the graph differs. In preparation for this, in Section 2.3 we consider random graphs where the edges are independent but the edge probabilities vary; given a fixed vertex partition $(X, Y)$, the edge probabilities within $X$, within $Y$ and between $X$ and $Y$ differ (but are fixed within each of these three parts). We determine the Hadwiger number of such graphs (almost surely).

### 2.2 Complete bipartite minors

In this section, we fix some edge probability $p$, with $0<p<1$, write as usual $q=1-p$, and consider the question: for given $t$ (which may be a function of $n$ ), what is the largest $s$ such that $K_{s, t} \prec \mathcal{G}(n, p)$ ? We also consider the related question: what is the largest $s$ for which $K_{s}+\overline{K_{t}} \prec \mathcal{G}(n, p)$ ? For both of these questions, we find the value that $s$ holds almost surely, to within a $o(1)$ term. Where $t \geq n / 2 \sqrt{\log _{1 / q} n}$, the answers to both questions are (to within this $o(1)$ term) the same.

For a graph $G$, and a positive integer $t$, define $s_{t}(G)$ to be the largest positive integer $s$ such that $K_{t, s}$ is a minor of $G$, with $s_{t}(G)=0$ if there is no such minor for any positive $s$. Define $s_{t}^{+}(G)$ similarly where we require the minor to be $K_{s}+\overline{K_{t}}$.

For positive integers $n, t$ and real $0<q<1$, put

$$
\ell_{n}(t)=\left\lfloor\frac{n / t+1}{2}\right\rfloor,
$$

and put

$$
s_{n, q}(t)=\frac{\ell_{n}(t)\left(n-\ell_{n}(t) t\right)}{\log _{1 / q} n} .
$$

It will turn out that $\ell_{n}(t)$ is the optimal order of the parts of the minor on the $t$-side, with those on the $s$-side being of order $\left(\log _{1 / q} n\right) / \ell_{n}(t)$. The value of $\ell_{n}(t)$ arises from maximising $(n-\ell t) \ell$ for integer $\ell$. For large $t$ (and so small $s$ ) this means that there are points at which the distribution of vertices of $G$ between the parts of the minor corresponding to each half of the bipartite graph jumps; the number of vertices in each part of the $t$-side of the minor goes up, and the number in each part of the $s$-side goes down. If $t=o(n)$, however, the results can be expressed more simply, as the integral parts need no longer be taken; if $\omega>1$ and we have $t=\omega n / 2 \sqrt{\log _{1 / q} n}$ then $s=n / 2 \omega \sqrt{\log _{1 / q} n}$.

In general, we claim that, for fixed $q=1-p, s_{t}(\mathcal{G}(n, p))=\left(s_{n, q}(t)+\right.$ $O(1))(1+o(1))=s_{t}^{+}(\mathcal{G}(n, p))$ almost surely as $n$ tends to infinity, for any $t=t_{n}$ such that $n / 2 \sqrt{\log _{1 / q} n} \leq t_{n}<n$. The $O(1)$ term is +1 when we are showing that larger minors are not present, and -1 when we are showing that minors of the required size are present; it is only relevant when $t$ is very near $n$ and there is uncertainty as to the exact number of parts that can be found on the $s$-side. The precise meaning of the claim is given in the following theorems. Theorem 2.1 says that the minor is no larger than claimed; Theorem 2.2 says that the minor is no smaller.

Theorem 2.1 Let $0<p<1$ be fixed, and put $q=1-p$. Let $0<\epsilon<\frac{1}{5}$ be given. Let $t_{n}$ be such that $n / 2 \sqrt{\log _{1 / q} n} \leq t_{n}<n$ for all $n$. Put $s_{n}=$ $\left\lceil(1+\epsilon)\left(s_{n, q}\left(t_{n}\right)+1\right)\right\rceil$. Then, for all sufficiently large $n$, a random graph $\mathcal{G}(n, p)$ contains a $K_{t_{n}, s_{n}}$ minor with probability at most $\epsilon$.

Proof If $G=\mathcal{G}(n, p)$ has such a minor, the vertices may be partitioned into $t_{n}$ sets $T_{1}, \ldots, T_{t_{n}}$ and $s_{n}$ sets $S_{1}, \ldots, S_{s_{n}}$ with an edge between each $T_{i}$ and each $S_{j}$. We say a partition of the vertices of $G$ into $T_{1}, \ldots, T_{t_{n}}$, $S_{1}, \ldots, S_{s_{n}}$ is permissible if it has such edges between $T_{i}$ and $S_{j}$ for all $1 \leq i \leq t_{n}, 1 \leq j \leq s_{n}$. For $G$ to have such a minor, it must have a permissible partition; note that there are at most $n^{n}$ possible partitions.

Let the probability that a given partition (of the fixed vertex set of order $n$, while $G$ is random) is permissible be $P$. We then have

$$
P=\prod_{i, j}\left(1-q^{\left|T_{i}\right|\left|S_{j}\right|}\right) \leq \exp \left(-\sum_{i, j} q^{\left|T_{i}\right|\left|S_{j}\right|}\right) .
$$

The right hand side of this inequality is maximised when the sum is minimised. The sum will be minimised for some choice of the $\left|T_{i}\right|$ and $\left|S_{j}\right|$ adding to $n$; considering holding all but $\left|T_{i_{1}}\right|$ and $\left|T_{i_{2}}\right|$ fixed, and differentiating, we
see that the sum is minimised when all the $\left|T_{i}\right|$ are as nearly equal to each other as possible, and similarly all the $\left|S_{j}\right|$ are as nearly equal to each other as possible.

Applying the AM-GM inequality, we conclude the minimum to be when $\sum\left|T_{i}\right|=\sum\left|S_{i}\right|=n / 2$, though this will not be achieved in certain cases because the sets must have integer sizes. We shall now consider three cases, in the first of which the approximation given by AM-GM shall suffice.

Case 1: Let $\omega(n)>1$ be such that $\omega(n) \rightarrow \infty$ as $n \rightarrow \infty$. Consider those $t_{n}$ with $t_{n}<n / \omega(n)$. We then have $\ell_{n}\left(t_{n}\right)=n / 2 t_{n}+o(1)$, and so

$$
s_{n, q}\left(t_{n}\right)=(1+o(1))\left(n^{2} / 4 t_{n} \log _{1 / q} n\right)>(1+o(1))\left(n \omega(n) / 4 \log _{1 / q} n\right) ;
$$

so

$$
s_{n}=(1+o(1))(1+\epsilon) s_{n, q}\left(t_{n}\right) .
$$

We then have $s_{n} t_{n}=(1+o(1))(1+\epsilon)\left(n^{2} / 4 \log _{1 / q} n\right)$.
A given partition is permissible with probability at most

$$
\begin{aligned}
& \exp \left[-t_{n} s_{n} q^{n^{2} / 4 t_{n} s_{n}}\right] \\
& \quad=\exp \left[\left(-(1+\epsilon) n^{2} / 4 \log _{1 / q} n\right) n^{-1 /(1+\epsilon)(1+o(1))}(1+o(1))\right] \\
& \quad=\exp \left[-n^{2-1 /(1+\epsilon)+o(1)}(1+\epsilon)(1+o(1)) / 4 \log _{1 / q} n\right]
\end{aligned}
$$

There are at most $n^{n}$ partitions, so the probability that any one of them is permissible is at most

$$
\exp \left[n \log n-(1+o(1))(1+\epsilon) n^{2-1 /(1+\epsilon)+o(1)} / 4 \log _{1 / q} n\right]
$$

which tends to zero as $n \rightarrow \infty$, so is less than $\epsilon$ for $n$ sufficiently large. Thus the result holds in Case 1.

Case 2: Now consider those $t_{n} \geq n / \frac{1}{2} \log \log n$. We have $1 \leq \ell_{n}\left(t_{n}\right)<$ $\log \log n$. Suppose also that $t_{n}<n\left(1-\epsilon^{2}\right)$. Suppose that the $\left|T_{i}\right|$ and $\left|S_{j}\right|$ are chosen to maximise the probability that a partition is permissible. Observe that by our choice of $t_{n}$, we have $s_{n}>\epsilon^{2} n / \log _{1 / q} n$.

Suppose the $t_{n}$ sets $T_{i}$ contain a total of $r n$ vertices. Let those sets have orders $m$ and $m+1$, where $m+1<\log \log n$; if all $T_{i}$ have the same order, let that order be $m$. Say $u n / m$ of the sets have order $m$, and $v n /(m+1)$ of the sets have order $m+1$, where $u+v=r$. Put $(1-r) n / s_{n}=w \log _{1 / q} n$.

The probability that a given $T_{i}$ has edges to all $S_{j}$ is

$$
\begin{aligned}
\prod_{j}\left(1-q^{\left|T_{i}\right|\left|S_{j}\right|}\right) & \leq \exp \left[-\sum_{j} q^{\left|T_{i}\right|\left|S_{j}\right|}\right] \\
& \leq \exp \left[-s_{n} q^{\left|T_{i}\right| w \log _{1 / q} n}\right] \\
& =\exp \left[-s_{n} n^{-w\left|T_{i}\right|}\right]
\end{aligned}
$$

using AM-GM. The probability that any partition is permissible is thus at most

$$
\exp \left[n \log n-s_{n}\left((u / m) n^{1-w m}+(v /(m+1)) n^{1-w(m+1)}\right)\right] .
$$

Suppose this probability is at least $\epsilon$ for some arbitrarily large $n$; then in particular we have, for all $\delta>0$,

$$
s_{n}\left((u / m) n^{1-w m}+(v /(m+1)) n^{1-w(m+1)}\right)<n^{1+\delta}
$$

for some arbitrarily large $n$; whence, given our lower bound on $s_{n}$,

$$
\left((u / m) n^{1-w m}+(v /(m+1)) n^{1-w(m+1)}\right)<n^{\delta}
$$

again for arbitrarily large $n$. (The value $\delta=\epsilon^{4}$ will be sufficiently small for what follows.)

If $w \leq(1 /(m+1))\left(1-\epsilon^{2}\right)$, this cannot hold; so $1 / w<\left(1+2 \epsilon^{2}\right)(m+1)$. Also, if $u / m>1 / \log n$ (say), then we must also have $w>(1 / m)\left(1-\epsilon^{2}\right)$;
so $1 / w<\left(1+2 \epsilon^{2}\right) m$. Clearly we have $m \leq\left\lfloor r n / t_{n}\right\rfloor$. If $u / m \leq 1 / \log n$, then we have $r n \geq n / \log n+\left(t_{n}-n / \log n\right)(m+1)$, so $r n / t_{n} \geq(m+1)-$ $m n / t_{n} \log n$. Thus, for arbitrarily large $n$, in either case we have $1 / w<$ $\left(1+2 \epsilon^{2}\right)\left\lfloor r n / t_{n}+\epsilon^{4}\right\rfloor$. Thus $s_{n}<\left((1-r) n / \log _{1 / q} n\right)\left(1+2 \epsilon^{2}\right)\left\lfloor r n / t_{n}+\epsilon^{4}\right\rfloor$.

Put $\ell=\left\lfloor r n / t_{n}+\epsilon^{4}\right\rfloor$; so $r n \geq \ell t_{n}-\epsilon^{4} t_{n} \geq \ell t_{n}-\epsilon^{4} n$. Thus we have arbitrarily large $n$ with $s_{n}<n\left(1+\epsilon^{4}-\ell t_{n} / n\right)\left(1+2 \epsilon^{2}\right) \ell / \log _{1 / q} n$. The right hand side of this is maximal, varying $\ell$ over the reals, for $\ell=\left(1+\epsilon^{4}\right) n / 2 t_{n}$. For $\ell$ an integer, this is maximal at the nearest integer value, and we have $1+\epsilon^{4}-\ell t_{n} / n \leq\left(1+\epsilon^{2}\right)\left(1-\ell t_{n} / n\right)$ (the extremal case being when $t_{n}=$ $\left.\left(1-\epsilon^{2}\right) n\right)$. Thus, $s_{n}<\left(1+5 \epsilon^{2}\right) n\left(1-\ell t_{n} / n\right) \ell / \log _{1 / q} n$; and for integer $\ell$ this is maximised for $\ell=\ell_{n}\left(t_{n}\right)$. But since $\epsilon<\frac{1}{5}$, we have $1+5 \epsilon^{2}<1+\epsilon$, contradicting our original choice of $s_{n}$.

Case 3: Finally, suppose $t_{n}>n\left(1-\epsilon^{2}\right)$. Say $n-t_{n}=\beta n$, where $\beta<\epsilon^{2}$. Thus at least $n(1-2 \beta)$ of the $T_{i}$ are of order 1 . If some $S_{i}$ has order $w \log _{1 / q} n$, the probability a given $T_{i}$ of order 1 has an edge to it is $1-n^{-w}<\exp \left(-n^{-w}\right)$; so all $T_{i}$ have edges to it with probability at most $\exp \left(-(1-2 \beta) n^{1-w}\right)$. We are given that

$$
s_{n} \geq(1+\epsilon)\left(1+\left(\beta n / \log _{1 / q} n\right)\right) .
$$

If $r$ of the $S_{i}$ have order at most $(1-\epsilon / 2) \log _{1 / q} n$, then

$$
\left(s_{n}-r\right)(1-\epsilon / 2) \log _{1 / q} n \leq \beta n,
$$

so

$$
\left(s_{n}-r\right) \leq \beta n /(1-\epsilon / 2) \log _{1 / q} n
$$

whence

$$
\begin{aligned}
r & \geq s_{n}-\beta n /(1-\epsilon / 2) \log _{1 / q} n \\
& >1+(\epsilon / 3) \beta n / \log _{1 / q} n .
\end{aligned}
$$

Thus, the probability that a given partition is permissible is at most

$$
\exp \left[-(\epsilon / 3) \beta(1-2 \beta) n^{1+\epsilon / 2} / \log _{1 / q} n-(1-2 \beta) n^{\epsilon / 2}\right]
$$

There are at most $n^{4 \beta n}$ possible partitions in which at least $(1-2 \beta) n$ parts are of order 1 . Thus the probability that any partition is permissible is at most

$$
\exp \left[4 \beta n \log n-(\epsilon / 3) \beta(1-2 \beta) n^{1+\epsilon / 2} / \log _{1 / q} n-(1-2 \beta) n^{\epsilon / 2}\right]
$$

For $n$ sufficiently large this is less than $\epsilon$ (independently of $\beta$ ).

Theorem 2.2 Let $0<p<1$ be fixed, $q=1-p$. Let $0<\epsilon<\frac{1}{2}$ be given. Let $t_{n}$ be such that $n / 2 \sqrt{\log _{1 / q} n} \leq t_{n}<n$ for all $n$. Put $s_{n}=$ $\left\lfloor(1-\epsilon)\left(s_{n, q}\left(t_{n}\right)-1\right)\right\rfloor$. Then, for all sufficiently large $n$, a random graph $\mathcal{G}(n, p)$ contains a $K_{s_{n}}+\overline{K_{t_{n}}}$ minor with probability at least $1-\epsilon$.

Proof Fix $n$ and put $\ell=\ell_{n}\left(t_{n}\right)$. Put $k=\left\lceil(1+\epsilon)\left(\log _{1 / q} n\right) / \ell\right\rceil$. Then there are enough vertices in the graph to fit $t_{n}$ components of order $\ell$ and $\left(1+\epsilon^{2}\right) s_{n}$ components of order $k$; we claim that these components can be chosen to be connected, and, after a few of the components of order $k$ are removed if necessary, leaving at least $s_{n}$ of them, with an edge between each component of order $\ell$ and each component of order $k$, and an edge between each pair of components of order $k$ (so we have our minor) with probability at least $1-\epsilon$.

Choose first at random the $t_{n} \ell$ vertices of one side; our $T_{i}$ shall be chosen from these vertices, and the $S_{j}$ from the remaining vertices. We shall find, within each side, our connected subgraphs, considering only the vertices of that side. When that is done, the probability that a given pair $\left(S_{i}, T_{j}\right)$ has an edge between them is $1-q^{k \ell} \geq 1-q^{(1+\epsilon) \log _{1 / q} n}=1-n^{-1-\epsilon}$. Say a pair
is bad if it has no such edge. Thus the expected number of bad pairs is at most $t_{n}\left(1+\epsilon^{2}\right) s_{n} n^{-1-\epsilon} \leq\left(1+\epsilon^{2}\right) s_{n} n^{-\epsilon}$, so the probability that more than $\epsilon^{2} s_{n} / 2$ pairs are bad does not exceed $2\left(1+\epsilon^{-2}\right) n^{-\epsilon}$ which is less than $\epsilon / 6$ for $n$ sufficiently large in terms of $\epsilon$. Similarly, say that a pair $\left(S_{i}, S_{j}\right)$, with distinguished vertices $u \in S_{i}$ and $v \in S_{j}$, is bad if there is no edge between $S_{i}-u$ and $S_{j}-v$; such a pair has an edge between them with probability $1-q^{(k-1)^{2}} \geq 1-q^{k \ell}$ (since $k>(1+\epsilon) \ell$ by the lower bound on $t_{n}$ ), so again the probability that more than $\epsilon^{2} s_{n} / 2$ pairs are bad is less than $\epsilon / 6$ for $n$ sufficiently large.

It now remains to find our connected subgraphs (with, for each side, a probability of at most $\epsilon / 3$ of failing to find them on that side). We need to consider two cases.

First, suppose $t_{n}>n / 3$, so that $\ell=1$. The subgraphs of order 1 are trivially connected. The probability that one of the subgraphs of order $k$ (chosen at random) is not connected is approximately the probability that it has an isolated vertex, which is not more than $(1+\epsilon)\left(\log _{1 / q} n\right) n^{-1-\epsilon}$; so the probability than any of these subgraphs is disconnected is no more than $n^{-\epsilon}$ which is less than $\epsilon / 3$ for $n$ large.

Now suppose $t_{n} \leq n / 3$. We wish to find connected subgraphs from each of the two chosen sets of vertices. We have enough room for one side to have $\left(1+\epsilon^{4} / 4\right) t_{n} \ell$ vertices and the other to have $\left(1+\epsilon^{2}\right) s_{n} k$ vertices.

Thus, suppose we have $\ell m(1+\delta)$ vertices, where $2 \leq \ell \leq \log n$ is the order of the components we wish to find, $\delta=\epsilon^{4} / 4$, and $m \geq 2 n / 3 \log _{1 / q} n$ is the number of such components we wish to find. It will suffice for the probability that such components can be found to be at least $1-\epsilon / 3$.

Let the set of vertices be $X$, and let $T$ be a randomly chosen set of $m$ vertices of $X$. Put $W=X \backslash T$. We wish to find $m$ vertex-disjoint stars of
order $\ell$ in $X$, with centres the vertices of $T$. If $X$ is the set of vertices from which we choose our $S_{i}$, then we make $T$ be the distinguished vertices in the definition of bad pairs above; and finding the stars is independent of the edges within $X \backslash T$, so that the determination of probabilities of bad pairs is valid.

If there are no such stars, then by a trivial corollary of Hall's theorem [22] there is a set $A \subset T$ with less than $(\ell-1)|A|$ neighbours in $W$. Write $|A|=a$. The probability that a given vertex in $W$ is joined to no vertex of $A$ is $q^{a}$, so the probability that $A$ has less than $(\ell-1) a$ neighbours in $W$ is at most

$$
\begin{aligned}
& \sum_{u<(\ell-1) a}\binom{m(\ell(1+\delta)-1)}{u} q^{a(m(\ell(1+\delta)-1)-u)} \\
& \leq(\ell-1) a n^{(\ell-1) a} q^{a(m(\ell(1+\delta)-1)-(\ell-1) a)} \\
& \leq n^{\ell a} q^{a m(\ell(1+\delta)-1)-(\ell-1))} \\
& \leq n^{\ell a} q^{a m \ell \delta} \\
&=\left(n^{\ell} q^{m \ell \delta}\right)^{a} \\
&=\exp [a(\ell \log n+m \ell \delta \log q)] \\
& \leq \exp \left[a \ell\left(\log n+\left(2 n / 3 \log _{1 / q} n\right) \delta \log q\right)\right]
\end{aligned}
$$

There are at most $m^{a}$ sets $A$ of the given size, so we see that the probability that any $A$ has the given property is less than $\epsilon / 3$ for $n$ sufficiently large.

Given $t \geq n / 2 \sqrt{\log _{1 / q} n}$, we have now seen how large a $K_{s, t}$ or $K_{s}+$ $\overline{K_{t}}$ minor a random graph $\mathcal{G}(n, p)$ has. It remains to be seen how large a $K_{t}+$ $\overline{K_{s}}$ minor it has, and how large the minors are if we have $t<n / 2 \sqrt{\log _{1 / q} n}$ (and so $s>t$ ). For the former, the minor has essentially no more vertices than a complete minor has, since $K_{(t+s) / 2,(t+s) / 2}$ is a subgraph of $K_{t}+\overline{K_{s}}$ if $s<t$.

For the latter, the results are corollaries of those where $t \geq n / 2 \sqrt{\log _{1 / q} n}$
and the result of Bollobás, Catlin and Erdős generalised to $p \neq \frac{1}{2}$. It might have seemed more natural in the first place to consider the question in terms of being given $s<n / 2 \sqrt{\log _{1 / q} n}$ and being asked for $t$. However, inverting the formulae for $\ell_{n}(t)$ and $s_{n, q}(t)$ given above, it is not hard to see that we arrive at the following, for positive integers $n, s$ and real $0<q<1$ :

$$
\ell_{n, q}^{\prime}(s)=\left\lfloor\frac{1+2\left(\frac{s}{n}\right) \log _{1 / q} n+\sqrt{1+4\left(\frac{s}{n}\right)^{2}\left(\log _{1 / q} n\right)^{2}}}{2}\right\rfloor
$$

and

$$
t_{n, q}(s)=\frac{n-s\left(\log _{1 / q} n\right) / \ell_{n, q}^{\prime}(s)}{\ell_{n, q}^{\prime}(s)} .
$$

Here $\ell_{n, q}^{\prime}(s)$ is the number of vertices in each part of the $t$-side of the minor; each part of the $s$-side has $\left(\log _{1 / q} n\right) / \ell_{n, q}^{\prime}(s)$ vertices. The largest $t_{n}$ for which a random graph $\mathcal{G}(n, p)$ (with $q=1-p$ ) has a $K_{s_{n}, t_{n}}$ or $K_{s_{n}}+\overline{K_{t_{n}}}$ minor is then almost surely $(1+o(1)) t_{n, q}\left(s_{n}\right)$. The substantially increased complexity of the formulae indicates that it was appropriate to consider the problem first in terms of given $t$, deriving this case as a corollary.

### 2.3 Constrained random graphs

In this section only, we consider a different random graph model, where edges are independent but different edges have different probabilities of being present; there is a fixed vertex partition $(X, Y)$, and the edge probabilities within $X$, within $Y$ and between $X$ and $Y$ differ (but are fixed within each of these three parts). This is closely related to graphs where the density of different parts of the graph is different; such graphs are considered in general in Chapter 5. Here we determine an upper bound on the order of complete minors in such random graphs; the corresponding lower bound, and so the determination of the Hadwiger number of these graphs to within a factor of
$1+o(1)$, is done for more general graphs in Theorem 5.2, and random graphs almost surely satisfy the connectivity condition of that theorem.

Theorem 2.3 Let $0<\epsilon, \alpha, p_{X}, p_{Y}, p_{X Y}<1$ be given. Put $q_{X}=1-p_{X}$, $q_{Y}=1-p_{Y}$ and $q_{X Y}=1-p_{X Y}$. Put

$$
q_{*}=q_{X}^{\alpha^{2}} q_{Y}^{(1-\alpha)^{2}} q_{X Y}^{2 \alpha(1-\alpha)} .
$$

For all sufficiently large $n$, if $t=\left\lceil(1+\epsilon) n / \sqrt{\log _{1 / q_{*}} n}\right\rceil$, and $G$ is a random graph on $n$ vertices with a fixed partition of the vertices into $X$ and $Y$, with $|X|=\alpha|G|$, where edges within $X$ are present with probability $p_{X}$, edges within $Y$ are present with probability $p_{Y}$, and edges between $X$ and $Y$ are present with probability $p_{X Y}$, then $\mathbb{P}\left(K_{t} \prec G\right)<\epsilon$.

Proof If $G$ has such a minor, it has a vertex partition into parts $X_{i} \cup Y_{i}$, for $1 \leq i \leq t$, where $X_{i} \subset X$ and $Y_{i} \subset Y$, with an edge between any $X_{i} \cup Y_{i}$ and any other $X_{j} \cup Y_{j}$. There are at most $n^{n}$ such partitions, and the probability that any given partition has the required edges is

$$
\begin{aligned}
P & =\prod_{i \neq j}\left(1-q_{X}^{\left|X_{i}\right|\left|X_{j}\right|} q_{Y}^{\left|Y_{i}\right|\left|Y_{j}\right|} q_{X Y}^{\left|X_{i}\right|\left|Y_{j}\right|+\left|X_{j}\right|\left|Y_{i}\right|}\right) \\
& \leq \exp \left[-\sum_{i \neq j} q_{X}^{\left|X_{i}\right|\left|X_{j}\right|} q_{Y}^{\left|Y_{i}\right|\left|Y_{j}\right|} q_{X Y}^{\left|X_{i}\right|\left|Y_{j}\right|+\left|X_{j}\right|\left|Y_{i}\right|}\right] \\
& \leq \exp \left[t / 2-\frac{1}{2} \sum_{i} \sum_{j} q_{X}^{\left|X_{i}\right|\left|X_{j}\right|} q_{Y}^{\left|Y_{j}\right|\left|Y_{j}\right|} q_{X Y}^{\left|X_{i}\right|\left|Y_{j}\right|+\left|X_{j} \| Y_{i}\right|}\right] .
\end{aligned}
$$

The right hand side of this inequality is maximised when the sum is minimised. The product of the terms summed does not depend on the $\left|X_{i}\right|$ and $\left|Y_{j}\right|$, so the sum is minimised when all the terms are equal, which occurs when all $\left|X_{i}\right|=|X| / t=\alpha \sqrt{\log _{1 / q_{*}} n} /(1+\epsilon)$ and all $\left|Y_{i}\right|=|Y| / t=$ $(1-\alpha) \sqrt{\log _{1 / q_{*}} n} /(1+\epsilon)$. We then have $\left|X_{i}\right|\left|X_{j}\right|=\alpha^{2}\left(\log _{1 / q_{*}} n\right) /(1+\epsilon)^{2}$,
$\left|Y_{i}\right|\left|Y_{j}\right|=(1-\alpha)^{2}\left(\log _{1 / q_{*}} n\right) /(1+\epsilon)^{2}$, and $\left|X_{i}\right|\left|Y_{j}\right|+\left|X_{j}\right|\left|Y_{i}\right|=2 \alpha(1-$ $\alpha)\left(\log _{1 / q_{*}} n\right) /(1+\epsilon)^{2}$, so

$$
\begin{aligned}
P & \leq \exp \left[t / 2-\frac{1}{2} t^{2} q_{*}^{\left.\left(\log _{1 / q_{*}} n\right) /(1+\epsilon)^{2}\right]}\right. \\
& =\exp \left[t / 2-\frac{1}{2} t^{2} q_{*}^{\left.\left(\log _{1 / q_{*}} n\right) /(1+\epsilon)^{2}\right]}\right. \\
& =\exp \left[t / 2-\frac{1}{2} t^{2} n^{-1 /(1+\epsilon)^{2}}\right] .
\end{aligned}
$$

Thus the probability that any partition has the required edges is less than $\epsilon$.

## Chapter 3

## Noncomplete minors

### 3.1 Introduction

Thomason [64], following previous work by Mader [36], Kostochka [29, 30], and others, determined the extremal function for complete minors in terms of the average degree, showing that the average degree that forces a $K_{t}$ minor is that of random graphs of a certain order and density, in which a $K_{t}$ minor is almost surely the largest complete minor by the results of Bollobás, Catlin and Erdős [2]. If we define

$$
c(t)=\min \left\{c: e(G) \geq c|G| \text { implies } K_{t} \prec G\right\}
$$

then $c(t)$ exists and he showed that $c(t)=(\alpha+o(1)) t \sqrt{\log t}$, where $\alpha=$ $0.3190863431 \ldots$ is an explicit constant; or, equivalently, that the minimum average degree guaranteeing a $K_{t}$ minor is $(2 \alpha+o(1)) t \sqrt{\log t}$. This is the same Hadwiger number as for random graphs of density $p=1-\lambda$, where $\lambda=0.2846681370 \ldots$ is another explicit constant, and order $n=t \sqrt{\log _{1 / \lambda} t}$.

It is natural to ask, for more general noncomplete but dense graphs, what average degree forces them as a minor; it will turn out that for the class we
will define of 'blown-up graphs' this also derives from random graphs of the same density. We define

$$
c(H)=\inf \{c: e(G) \geq c|G| \text { implies } G \succ H\} .
$$

Ideally, we would like an answer in the form of a structural property of $H$ that determines the approximate value of $c(H)$, analogous to the rôle of the chromatic number in the Erdős-Stone-Simonovits theorem [16, 15] determining how many edges force an $H$ subgraph. Failing this, we would like to determine $c(H)$ for as wide a class of $H$ as possible.

Let $F$ be a graph with no vertices of degree zero, where loops but not multiple edges are allowed. Let positive weights $w(v)$, summing to 1 , be assigned to the vertices of $F$. Then $(F, \mathbf{w})$ can be blown up to a graph $F_{t}$ of order $t$ by mapping each vertex $v$ to a set $W(v)$ of vertices with $\lfloor w(v) t\rfloor \leq$ $|W(v)| \leq\lceil w(v) t\rceil$, where there is an edge between $u_{1} \in W(v)$ and $u_{2} \in W(w)$ (with $u_{1} \neq u_{2}$, but possibly $v=w$ ) if and only if there is an edge between $v$ and $w$ in $F$. Note that, though $F$ may have loops, $F_{t}$ does not. (The graph $F_{t}$ is not quite unique, since the exact size of each vertex set $W(v)$ is not precisely specified.) There is a natural sense in which certain ( $F, \mathbf{w}$ ) are critical for blown-up minors; this is made precise in Definition 3.2. We shall see that this notion of criticality does not depend on the edge density of the graphs in which the minors are to be found, but only on $(F, \mathbf{w})$ itself, and in Section 3.3 shall find an exact characterisation of the critical graphs. We shall also see that any dense graph $H$ is (apart from a few edges) a subgraph of a blow-up of a much smaller critical weighted graph which is no harder than $H$ to find in a random graph or in a general dense graph. This work, in Section 3.3, is joint work with Andrew Thomason.

Thus, it would suffice to give a solution to the extremal problem for graphs taking the form of a blow-up plus a few edges. Unfortunately, for
some dense graphs it is the sparse set of edges that determines when the dense graph can be found as a minor. We do not have a complete theory for such cases, although in joint work with Andrew Thomason [41] we show that the extremal graphs are random graphs (albeit without finding the desired structural property), but can give complete results for blown-up graphs. For this the methods of [64] can be adapted. Just as for minors in random graphs, the key feature is arranging for the different parts of the minor to have edges between them, each part then being made connected using a few spare vertices. Here it turns out that the method of equipartitions in [64] can be adapted to the task of finding blown-up minors; the key adaptation is assigning, at random, vertices of $G$ that correspond to each vertex of $F$ (the graph being blown up), before using the methods of [64] to assign, in a suitably constrained way, the vertices corresponding to each vertex of the blown-up graph $F_{t}$.

The main result for blown-up graphs is Theorem 3.15. Define $\lambda<1$ to be the root of $1-\lambda+2 \lambda \log \lambda=0$ and define $\alpha=(1-\lambda) / 2 \sqrt{\log (1 / \lambda)}$; we have $\lambda=0.2846681370 \ldots$ and $\alpha=0.3190863431 \ldots$. We will show that $c\left(F_{t}\right)=(\alpha+o(1)) t \sqrt{(\log t) / m(F)}$, where $m(F)$ is a function of the weighted graph $F$. Here the $o(1)$ term represents a quantity tending to zero as $t \rightarrow \infty$. This term is inevitable because the extremal graphs are related to random graphs, and all results are expressed in terms of large minors $H$ or $t \rightarrow \infty$. The results are generally stated in the form 'given $\epsilon>0$ there exists $N$ such that for $n>N$ there is a minor with order at least (1- $\epsilon$ ) times that required'; they could also be stated in the form 'given a sequence of graphs $H_{t}$ with $\left|H_{t}\right|=t$, some function of these graphs has a particular limit'.

A general theme in this work is that, to find a minor $H$ in a random graph, it suffices to find the sets of vertices $W_{u}$, for $u \in V(H)$, such that
there is an edge between $W_{u}$ and $W_{v}$ whenever $u v \in E(H)$; given this, the sets $W_{u}$ themselves can almost surely be made connected by using a few more vertices. In Section 2.2 we proved this for bipartite minors in random graphs by adapting the methods of Bollobás, Catlin and Erdős [2]. More generally, we can adapt the arguments of Thomason [64] that yield such a result for graphs that are sufficiently connected. In Section 3.2 we develop a general form of this method, which is then used in Section 3.4 and in Chapter 5. (This may also be used to derive results for random graphs; the random graphs are sufficiently connected by results of Bollobás and Thomason [3] that the connectivity of a random graph almost surely equals the minimum degree.)

The arguments of [64], presented in a more general form in Section 3.2, can then be used to make each part of the minor connected. This completes the results on minors of dense graphs. To complete the solution of the extremal function for $F_{t}$, arguments corresponding to those of Thomason [64] for large sparse $G$ are also needed; those arguments give a $K_{2 t}$ minor, and he notes that the constant 2 could be replaced by any larger constant. Here we therefore develop a version of those arguments where the constant is arbitrary, so as to complete the proof for general blown-up minors.

Since the extremal graphs are derived from random graphs of a certain order and density, methods similar to those of Chapter 5 could be combined with those of this chapter to give a general description of all the extremal graphs as deriving from quasi-random graphs.

### 3.2 General arguments

Thomason [64] presents an argument showing that if a graph is reasonably connected, and partitions of most of the vertices can be found such that there are edges between the different parts of the partition, then a few vertices can be taken from the graph and used to make the parts of a partition of the rest of the graph connected, so yielding a minor. A variation of this argument is presented in [39]. Here we present a more general form of the method that can also be used when the minors to be found are not complete. We use the following lemma which is Lemma 4.1 of [64]; the simple proof may be found there.

Lemma 3.1 Given a bipartite graph with vertex classes $A$ and $B$, wherein each vertex of $A$ has at least $\gamma|B|$ neighbours in $B(\gamma>0)$, there exists a set $M \subset B$ such that every vertex in $A$ has a neighbour in $M$, and $|M| \leq$ $\left\lfloor\log _{1 /(1-\gamma)}|A|\right\rfloor+1$.

The following is the result it is the purpose of this section to prove.

Lemma 3.2 Let $0<\epsilon<1$ be given. Then there exists $N$ such that the following assertion holds.

Let $G$ be a graph of order $n>N$. Let $H$ be a graph of order $t$ with $n / \log n<t<n(\log \log n) / \sqrt{\log n}$. Let $C \subset V(G)$ be such that every pair $u$, $v \in V(G)$ have at least $n /(\log n)^{0.4}$ internally disjoint paths from $u$ to $v$, of length at most $\log \log n$, the interiors of which lie entirely within C. Let $D \subset$ $V(G) \backslash C$ be such that every vertex $v$ of $G$ has at least $n / 10 \log \log n$ neighbours in $D$. Let $V(G) \backslash(C \cup D)$ be partitioned into sets $W_{u}^{\prime}$, for $u \in V(H)$, such that there is an edge from $W_{u}^{\prime}$ to $W_{v}^{\prime}$ whenever $u v \in E(H)$. Then $G$ has an $H$ minor with parts $W_{u}$ for $u \in V(H)$, where $W_{u}^{\prime} \subset W_{u}$.

Proof By $t$ applications of Lemma 3.1 we will find disjoint subsets $M_{1}, \ldots$, $M_{t}$ in $D$ such that every vertex of $W_{i}^{\prime}$ has a neighbour in $M_{i}$ and $\sum_{i}\left|M_{i}\right| \leq$ $12 n(\log \log n)^{3} / \sqrt{\log n}$, as follows. After $M_{1}, \ldots, M_{j}$ have been chosen every vertex of $G-C-D$ has at least $n / 10 \log \log n-12 n(\log \log n)^{3} / \sqrt{\log n}>$ $n / 11 \log \log n$ neighbours in $D$; so the conditions of that lemma apply with $A=W_{j+1}^{\prime}, B=D \backslash \cup_{i=1}^{j} M_{i}$ and $\gamma=n / 11(\log \log n)|D| \geq 1 /(11 \log \log n) ;$ so we have $M_{j+1}$ with $\left|M_{j+1}\right| \leq 1+\log _{1 /(1-\gamma)}|A| \leq 1+(\log |A|) / \gamma \leq 1+$ $11(\log |A|) \log \log n$. Now we have $\sum_{i}\left|W_{i}^{\prime}\right|<n$ and $\sum_{i} \log \left|W_{i}^{\prime}\right|$ is maximised (for a given $\sum_{i}\left|W_{i}^{\prime}\right|$ ) when the $\left|W_{i}^{\prime}\right|$ are equal, so

$$
\begin{aligned}
\sum_{i}\left|M_{i}\right| & \leq t+11(\log \log n) \sum_{i} \log \left|W_{i}^{\prime}\right| \\
& \leq t+11(\log \log n) t \log (n / t) \\
& \leq 12 n(\log \log n)^{3} / \sqrt{\log n}
\end{aligned}
$$

for $n$ sufficiently large.
We next find disjoint $N_{1}, \ldots, N_{t}$ in $C$ such that $M_{i} \cup N_{i}$ is connected (then, $W_{i}=W_{i}^{\prime} \cup M_{i} \cup N_{i}$ will give an $H$ minor). We can find such $N_{i}$ with $\left|N_{i}\right| \leq\left|M_{i}\right| \log \log n$, since, given $N_{1}, \ldots, N_{j}$, we have $\mid N_{1} \cup \cdots \cup$ $N_{j} \mid<12 n(\log \log n)^{4} / \sqrt{\log n}$ and we have $n /(\log n)^{0.4}$ paths of length at most $\log \log n$ with internal vertices in $C$ between any pair of vertices $u, v$ of $M_{j+1}$, so we find $\left|M_{j+1}\right|-1$ such paths to connect $M_{j+1}$.

The following standard results from [64], proved there, are used in conjunction with Lemma 3.2 to find the sets $C$ and $D$. They are his Proposition 4.1 and Lemma 4.2 respectively.

Lemma 3.3 Let $X \sim \operatorname{Bi}(n, p)$ be a binomially distributed random variable.
Let $0<\epsilon<1$. Then $\mathbb{P}(|X-n p|>\epsilon n p)<2 e^{-\epsilon^{2} n p / 4}$.

Lemma 3.4 Let $G$ be a connected graph and let $u, v \in V(G)$. Then $u$ and $v$ are joined in $G$ by at least $\kappa^{2}(G) / 4|G|$ internally disjoint paths of length at most $2|G| / \kappa(G)$.

### 3.3 Blown-up graphs as minors and critical graphs

This section represents joint work with Andrew Thomason.
In Section 2.2, we looked at complete bipartite minors and $K_{s}+\overline{K_{t}}$ minors. In this section, we generalise that work to a wider class of minors, which includes complete multipartite graphs as well, and find that the question of what graphs have an $H$ minor for $H$ in this class can be reduced to a particular subclass of critical minors. The class of $H$ we consider is that of blown-up graphs, which we define as follows:

Definition 3.1 $A$ weighted graph is a pair $(F, \mathbf{w})$, where $F$ is a graph with no vertices of degree zero, where loops but not multiple edges are allowed, and $\mathbf{w}$ is a vector of positive weights $w(v)$ for the vertices of $F$, with $\sum_{v \in V(F)} w(v)=1$. We commonly refer to $F$ (rather than the pair) as the weighted graph where this does not cause ambiguity. Then, for any positive integer $t$, a graph is a blown-up graph $F_{t}$ if it is of order $t$ and its vertices can be partitioned into disjoint sets $W(v)$ (for each $v \in V(F)$ ) such that $\lfloor w(v) t\rfloor \leq|W(v)| \leq\lceil w(v) t\rceil$ for all $v \in V(F)$ and such that there is an edge between $u_{1} \in W(v)$ and $u_{2} \in W(w)$ (with $u_{1} \neq u_{2}$, but possibly $v=w$ ) if and only if there is an edge between $v$ and $w$ in $F$.

Note that this definition does not quite specify $F_{t}$ uniquely, because the exact size of each vertex set $W(v)$ is not precisely specified.

For a weighted graph $F$, write

$$
m(F)=\max _{\substack{x(v): v \in V(F) \\ x(v)>0, \sum_{v \in V(F)} w(v) x(v)=1}} \min _{u v \in E(F)} x(u) x(v)
$$

The quantity $m(F)$ turns out to determine the extremal function for when $F_{t}$ is a minor of a random graph, as shown by the following theorem and Theorem 3.12 for minors in general graphs.

Theorem 3.5 Let $0<p<1$ and write $q=1-p$. Let $0<\epsilon<\frac{1}{2}$ be given. Then there exists $N$ such that, if $F$ is a weighted graph with all weights at least $n^{-\epsilon / 3}$, and $n \geq N$, and $t=\left\lceil(1+\epsilon) \sqrt{m(F)} n / \sqrt{\log _{1 / q} n}\right\rceil$, then the probability that any $F_{t}$ is a minor of $\mathcal{G}(n, p)$ is at most $\epsilon$.

Proof Suppose $G=\mathcal{G}(n, p)$ has such a minor. Thus, the vertices of $G$ may be partitioned into sets $T_{v, i}$ for $v \in V(F)$ and $1 \leq i \leq\lfloor w(v) t\rfloor$, such that there is an edge between distinct $T_{u, i}$ and $T_{v, j}$ whenever $u v \in E(F)$. Say a partition is permissible if it has such edges. There are at most $n^{n}$ possible partitions. Let the probability that a given partition (of the fixed vertex set of order $n$, while $G$ is random) is permissible be $P$. We then have

$$
P=\prod_{(u, i) \neq(v, j), u v \in E(F)}\left(1-q^{\left|T_{u, i}\right|\left|T_{v, j}\right|}\right) \leq \exp \left(-\sum_{(u, i) \neq(v, j), u v \in E(F)} q^{\left|T_{u, i}\right|\left|T_{v, j}\right|}\right)
$$

The right hand side of this inequality is maximised when the sum is minimised. As before, holding all but $\left|T_{u, i}\right|$ and $\left|T_{u, j}\right|$ fixed, we see the minimum (if we allow the $\left|T_{u, i}\right|$ to take noninteger values) is where $\left|T_{u, i}\right|=\left|T_{u, j}\right|$. Suppose that at this minimum we have $\left|T_{u, i}\right|=x(u) n / t$. Observe that (for $n$ sufficiently large) $\sum_{u \in V(F)} x(u) w(u)<1+\epsilon^{3}$ and so $\min _{u v \in E(F)} x(u) x(v)<$ $\left(1+\epsilon^{3}\right) m(F)$. Fix some $u^{\prime}, v^{\prime}$ achieving this minimum. We then have

$$
P \leq \exp \left[-\sum_{(u, i) \neq(v, j), u v \in E(F)} q^{x(u) x(v) n^{2} / t^{2}}\right]
$$

$$
\begin{aligned}
& <\exp \left[-\sum_{\left(u^{\prime}, i\right) \neq\left(v^{\prime}, j\right)} q^{\left(1+\epsilon^{3}\right) m(F) n^{2} / t^{2}}\right] \\
& \leq \exp \left[-\sum_{\left(u^{\prime}, i\right) \neq\left(v^{\prime}, j\right)} q^{\left(\log _{1 / q} n\right)\left(1+\epsilon^{3}\right) /(1+\epsilon)^{2}}\right] \\
& \leq \exp \left[-\sum_{\left(u^{\prime}, i\right) \neq\left(v^{\prime}, j\right)} q^{\left(\log _{1 / q} n\right)(1-\epsilon)}\right] \\
& =\exp \left[-\sum_{\left(u^{\prime}, i\right) \neq\left(v^{\prime}, j\right)} n^{-(1-\epsilon)}\right] \\
& \leq \exp \left[-\left(n^{-2 \epsilon / 3} / 4\right) t^{2} n^{-(1-\epsilon)}\right] \\
& \leq \exp \left[-\frac{1}{4}(1+\epsilon)^{2} m(F) n^{1+\epsilon / 3} / \log _{1 / q} n\right]
\end{aligned}
$$

Since there are at most $n^{n}=\exp (n \log n)$ possible partitions, the probability that any one of them is permissible is less than $\epsilon$ for sufficiently large $n$.

The converse of this result follows from Theorem 3.12 on minors in general dense graphs, since the random graphs almost surely have sufficient connectivity.

We saw in Section 2.2 that a $K_{\beta t,(1-\beta) t}$ minor occurs in a random graph essentially just when a $K_{\beta t}+\overline{K_{(1-\beta) t}}$ minor does, if $\beta \leq \frac{1}{2}$. In the notation of this section, this means that a 2-vertex graph $F$ with vertices $u$ and $v$, and $w(u)=\beta \leq \frac{1}{2}$, with an edge $u v$ and no edge $v v$, has the same $m(F)$ whether or not it has an edge $u u$. This extends naturally to a notion of critical graphs.

Definition 3.2 $A$ weighted graph $F$ is said to be critical if adding any edge to $F$ decreases $m(F)$, and merging any two vertices decreases $m(F)$. (When vertices are merged, the new vertex has as neighbourhood the union of the neighbourhoods of the old vertices, with itself as a neighbour if either old
vertex had either old vertex as a neighbour, and the weight of the new vertex is the sum of the weights of the old vertices.)

The following theorem characterises the critical graphs.

Theorem 3.6 A weighted graph $F$ of order $t$ is critical if and only if its vertices can be ordered as $v_{1}, v_{2}, \ldots, v_{t}$ such that $v_{i} v_{j} \in E(F)$ if and only if $i+j>t$, and

$$
\frac{w\left(v_{t}\right)}{w\left(v_{1}\right)}<\frac{w\left(v_{t-1}\right)}{w\left(v_{2}\right)}<\cdots<\frac{w\left(v_{t+1-\lfloor t / 2\rfloor}\right)}{w\left(v_{\lfloor t / 2\rfloor}\right)}<1 .
$$

This graph has

$$
m(F)=\left[\sum_{i=1}^{t} \sqrt{w\left(v_{i}\right) w\left(v_{t+1-i}\right)}\right]^{-2}
$$

Proof Suppose $F$ is critical. Suppose that $x(v)$ are assigned such that we have $m(F)=\min _{u v \in E(F)} x(u) x(v)$. Say that an edge $u v$ of $F$ is critical if $x(u) x(v)=m(F)$.

Every vertex must be adjacent to a critical edge; if $u$ were not, $x(u)$ could be slightly decreased and $x(v)$ slightly increased for all vertices $v \neq u$. No distinct vertices $u$ and $v$ can have $x(u)=x(v)$; for such vertices could be merged without affecting $m(F)$. This means that every vertex is adjacent to exactly one critical edge (for, if $u v$ and $u w$ were critical, we would have $x(v)=x(w)$ ), and that there is at most one critical loop (for, if $u u$ and $v v$ were critical, we would have $x(u)=x(v)$ ).

Each critical edge $u v$ must have one endpoint $u$ with $x(u)<\sqrt{m(F)}$, and the other $v$ with $x(v)>\sqrt{m(F)}$, except that a critical loop $u u$ must have $x(u)=\sqrt{m(F)}$. Let $v_{1}, v_{2}, \ldots, v_{\lfloor t / 2\rfloor}$ be the vertices with $x\left(v_{i}\right)<\sqrt{m(F)}$, in increasing order of $x\left(v_{i}\right)$. Let $v_{(t+1) / 2}$ be the vertex of the critical loop, if $t$ is odd. Let $v_{i}$ and $v_{t+1-i}$ be the endpoints of a critical edge, for $1 \leq i \leq$
$\lfloor t / 2\rfloor$. Since $x\left(v_{t+1-i}\right) x\left(v_{i}\right)=m$, it follows that $x\left(v_{1}\right)<x\left(v_{2}\right)<\cdots<x\left(v_{t}\right)$. Criticality of $F$ means that each $v_{i}$ has as neighbours exactly those $v_{j}$ for which $x\left(v_{i}\right) x\left(v_{j}\right) \geq m$; that is, $i+j>t$. Thus $F$ has exactly the edges described.

Suppose now that $v_{i} v_{j}$ is a critical edge. We have $m(F)=x\left(v_{i}\right) x\left(v_{j}\right)=$ $w\left(v_{i}\right) x\left(v_{i}\right) w\left(v_{j}\right) x\left(v_{j}\right) / w\left(v_{i}\right) w\left(v_{j}\right)$. If we hold $x(v)$ fixed for all $v \neq v_{i}, v_{j}$, then $x\left(v_{i}\right)$ and $x\left(v_{j}\right)$ may be varied such that $w\left(v_{i}\right) x\left(v_{i}\right)+w\left(v_{j}\right) x\left(v_{j}\right)$ remains constant. Thus $x\left(v_{i}\right) x\left(v_{j}\right)$ is locally maximised when $w\left(v_{i}\right) x\left(v_{i}\right)=w\left(v_{j}\right) x\left(v_{j}\right)$, which must hold by criticality. This means that $x\left(v_{j}\right)=w\left(v_{i}\right) x\left(v_{i}\right) / w\left(v_{j}\right)$, so that

$$
m(F)=x\left(v_{i}\right) x\left(v_{j}\right)=x\left(v_{i}\right)^{2} w\left(v_{i}\right) / w\left(v_{j}\right) ;
$$

so

$$
x\left(v_{i}\right)^{2}=m(F) w\left(v_{j}\right) / w\left(v_{i}\right)=m(F) w\left(v_{t+1-i}\right) / w\left(v_{i}\right) .
$$

The condition the theorem gives on the weights now follows from $x\left(v_{1}\right)<$ $x\left(v_{2}\right)<\cdots<x\left(v_{\lfloor t / 2\rfloor}\right)<\sqrt{m(F)}$.

Since $m(F)=x\left(v_{i}\right)^{2} w\left(v_{i}\right) / w\left(v_{t+1-i}\right)$, we have

$$
w\left(v_{i}\right) x\left(v_{i}\right)=\sqrt{m(F) w\left(v_{i}\right) w\left(v_{t+1-i}\right)} .
$$

Since

$$
\sum_{i=1}^{t} w\left(v_{i}\right) x\left(v_{i}\right)=1
$$

we conclude that $m(F)$ has the value given in the theorem.
Conversely, suppose that $F$ is a weighted graph of the described form. We need to show that $F$ is critical. Suppose again that $x(v)$ are assigned such that we have $m(F)=\min _{u v \in E(F)} x(u) x(v)$. Supposing that $F$ is not critical, this assignment may be chosen so that some edge can be added, or some two vertices merged, keeping the assignment and without decreasing $m(F)$, as
follows. We take an assignment for the graph with added edge or merged vertices, and pull back that assignment to one for $F$. If an edge was added, it need just be removed. If two vertices were merged, split the resulting vertex into two vertices with identical neighbourhoods, with each of them receiving the $x(v)$ of the merged vertex, then remove edges so that the edge set of the graph is again that of $F$. Again, every vertex must be adjacent to a critical edge.

For $i<j$, we have $\Gamma\left(v_{i}\right) \subset \Gamma\left(v_{j}\right)$. Thus $x\left(v_{i}\right) \leq x\left(v_{j}\right)$; so, since $v_{i}$ is adjacent to at least one critical edge, the edge $v_{i} v_{t+1-i}$ must be critical for all $i$. If some other edge $v_{i} v_{t+1-i+k}$ is critical, we then have $x\left(v_{t+1-i}\right)=$ $x\left(v_{t+1-i+k}\right)$ and so $x\left(v_{i}\right)=x\left(v_{i-k}\right)$. We shall now show that the $x\left(v_{i}\right)$ are strictly increasing, with $x\left(v_{i}\right) w\left(v_{i}\right)=x\left(v_{t+1-i}\right) w\left(v_{t+1-i}\right)$ for all $i$, by showing that otherwise the $x\left(v_{j}\right)$ could be varied so as to increase $m(F)$.

Let $i \leq t / 2$, let $x\left(v_{i}\right)$ be first in its sequence of consecutive equal $x\left(v_{j}\right)$, and let $x\left(v_{i^{\prime}}\right)$ be last, so $v_{i}$ and $v_{t+1-i^{\prime}}$ are each adjacent to only one critical edge. If $x\left(v_{i}\right) w\left(v_{i}\right) \neq x\left(v_{t+1-i}\right) w\left(v_{t+1-i}\right)$, consider varying $x\left(v_{i}\right)$ and $x\left(v_{t+1-i}\right)$ to make them more nearly equal, then reducing them while increasing the other $x\left(v_{j}\right)$. Unless $i<i^{\prime}$ and this involves increasing $x\left(v_{i}\right)$ and decreasing $x\left(v_{t+1-i}\right)$, we conclude that $x\left(v_{i}\right) w\left(v_{i}\right)=x\left(v_{t+1-i}\right) w\left(v_{t+1-i}\right)$; in the remaining case $x\left(v_{i}\right) w\left(v_{i}\right)<x\left(v_{t+1-i}\right) w\left(v_{t+1-i}\right)$, so in any case if $i<i^{\prime}$ we have $x\left(v_{i}\right) w\left(v_{i}\right) \leq x\left(v_{t+1-i}\right) w\left(v_{t+1-i}\right)$; thus $i^{\prime}<t / 2$ and likewise $x\left(v_{i^{\prime}}\right) w\left(v_{i^{\prime}}\right) \geq$ $x\left(v_{t+1-i^{\prime}}\right) w\left(v_{t+1-i^{\prime}}\right)$; but this implies $w\left(v_{t+1-i}\right) / w\left(v_{i}\right) \geq x\left(v_{i}\right) / x\left(v_{t+1-i}\right)=$ $x\left(v_{i^{\prime}}\right) / x\left(v_{t+1-i^{\prime}}\right) \geq w\left(v_{t+1-i^{\prime}}\right) / w\left(v_{i^{\prime}}\right)$, a contradiction for $i<i^{\prime}$. Thus the $x\left(v_{i}\right)$ are strictly increasing with $x\left(v_{i}\right) w\left(v_{i}\right)=x\left(v_{t+1-i}\right) w\left(v_{t+1-i}\right)$ for all $i$.

This, however, means that adding any edge will decrease $m(F)$. Since the $x\left(v_{i}\right)$ are distinct, no two vertices may be merged either (through how we derived the assignment for a noncritical graph in which vertices could be
merged by pulling back one for the graph with those vertices merged). Thus $F$ is critical.

As a simple example, consider the case where $F_{t}$ is complete multipartite; that is, $F$ is a complete graph (with no loops). Some process of adding edges and merging vertices yields a critical weighted graph from $F$. Any critical graph on more than 2 vertices has two distinct vertices with no edge between them, which cannot arise in this way from a complete $F$. Thus the critical graph corresponding to $F$ has 1 or 2 vertices; if it has 2 vertices, the vertex with no edge to itself has more than half the weight and must have arisen from such a vertex in the original $F$, with which no other vertex has been merged. Thus we see that the critical graph corresponding to complete $F$ (complete multipartite $F_{t}$ ) has 1 or 2 vertices, and has 2 vertices if and only if $F$ has a vertex with weight more than $\frac{1}{2}$.

We have seen that how large an $F_{t}$ minor is present in a random graph depends (up to a $1+o(1)$ factor) only on $m(F)$. We shall see in Theorem 3.12 that the same applies for minors in general graphs. This means that, for any weighted graph $F$, there is a critical graph $F^{\prime}$ such that $F_{t}$ is a minor of a random graph essentially (that is, up to a $1+o(1)$ factor in $t$ ) just when $F_{t}^{\prime}$ is. We now consider more general minors than blown-up graphs. We shall see that any graph is a subgraph (plus a few edges) of a blow-up of a much smaller critical graph that is no harder to find as a minor of $\mathcal{G}(n, p)$. However, in some cases the question of whether $H$ is a minor of $\mathcal{G}(n, p)$ turns out to depend on the few edges not in this blown-up graph, and we do not have a fully general theory of sparse graphs as minors although we show in [41] that the extremal graphs for dense $H$ are random and that regular graphs $H$ of order $t$ and size $t^{2-\beta}$ cannot be found as minors if $n<t \sqrt{(1-\beta) \log _{1 / q} t}$.
Theorem 3.7 Let $0<\epsilon<\frac{1}{4}$ be given. Then there exists $N$ such that the
following assertion holds.
Let $\epsilon<p<1-\epsilon$. Let $n>N$. Let $H$ be a graph of edge density greater than $\epsilon$, and write $t=|H|$. Suppose that

$$
\mathbb{P}(H \prec \mathcal{G}(n, p))>\epsilon .
$$

Then there exists a critical weighted graph $F$ with at most $(7 / \epsilon) \log t$ vertices and with all weights at least $t^{-\epsilon / 6}$ such that there is some $F_{t}$ on the same vertex set as $H$ with $H$ having at most $t^{2-\epsilon / 10}$ edges not in $F_{t}$, and $\sqrt{m(F)} n / \sqrt{\log _{1 / q} n}>(1-\epsilon) t$.

Proof If $t \leq(1+\epsilon) n / \sqrt{\log _{1 / q} n}$ then taking $F$ to be the critical graph on a single vertex will suffice, so suppose $t>(1+\epsilon) n / \sqrt{\log _{1 / q} n}$. Since $\mathbb{P}(H \prec \mathcal{G}(n, p))>\epsilon$, there is some choice of $y(u)$ for $u \in V(H)$ such that, for any given partition of the vertex set of $G=\mathcal{G}(n, p)$ into $t$ parts $W_{u}$ of orders $y(u) n / t$, the probability that that partition has an edge between $W_{u}$ and $W_{v}$ whenever $u v \in E(H)$ is at least $\epsilon n^{-n}$. Fix such $y(u)$. Note that the sum of the $y(u)$ is $t$. We have

$$
\epsilon n^{-n} \leq \prod_{u v \in E(H)}\left(1-q^{\left|W_{u}\right|\left|W_{v}\right|}\right) \leq \exp \left(-\sum_{u v \in E(H)} q^{\left|W_{u} \| W_{v}\right|}\right)
$$

so that

$$
\sum_{u v \in E(H)} q^{\left|W_{u}\right|\left|W_{v}\right|}=\sum_{u v \in E(H)} q^{y(u) y(v) n^{2} / t^{2}} \leq n \log n-\log \epsilon
$$

We divide the vertices of $H$ up according to the value of $y(u)$. For each integer $k$ put

$$
A_{k}=\left\{u \in V(H):(1-\epsilon / 3)^{k+1 / 2} \leq y(u) \leq(1-\epsilon / 3)^{k-1 / 2}\right\}
$$

For all $u$ we have $t / n \leq y(u) \leq t$. Thus there are at most $2 \log _{1 /(1-\epsilon / 3)} t<$ $(7 / \epsilon) \log t$ nonempty $A_{k}$. Writing $e\left(A_{i}, A_{j}\right)$ for the number of edges between
$A_{i}$ and $A_{j}$, or for the number within $A_{i}$ when $i=j$, we have

$$
\sum_{i, j} e\left(A_{i}, A_{j}\right) q^{(1-\epsilon / 3)^{i+j-1} n^{2} / t^{2}} \leq n \log n-\log \epsilon
$$

where the sum is over unordered pairs of $i$ and $j$. If $t / n=\sqrt{m} / \sqrt{\log _{1 / q} n}$, where $\sqrt{m}>(1+\epsilon)$, this means that

$$
\sum_{i, j} e\left(A_{i}, A_{j}\right) n^{-(1-\epsilon / 3)^{i+j-1} / m} \leq n \log n-\log \epsilon .
$$

Say $m=(1-\epsilon / 3)^{-r}$, where $r \geq 1$. If $i+j+r-1 \geq 1$, then $n^{-(1-\epsilon / 3)^{i+j-1} / m} \geq$ $n^{-1+\epsilon / 3}$. If $e\left(A_{i}, A_{j}\right) \geq t^{2-\epsilon / 4}$, we then have a contradiction. Thus $e\left(A_{i}, A_{j}\right)<$ $t^{2-\epsilon / 4}$ for all $i, j$ with $i+j+r-1 \geq 1$.

We now derive a blown-up graph from our given $H$. First discard all edges from $A_{i}$ to $A_{j}$ where $i+j+r-1 \geq 1$; this is at most $t^{2-\epsilon / 5}$ edges. Then discard all vertices in the $A_{i}$ with $\left|A_{i}\right| \leq t^{1-\epsilon / 6}$; this loses at most $t^{2-\epsilon / 7}$ edges. Also discard any $A_{i}$ with no edges from them; because of the density requirement, not all $A_{i}$ are discarded. Now add all edges from $A_{i}$ to $A_{j}$ where $i+j+$ $r-1<1$. This yields a blown-up graph, and so a corresponding weighted graph $H^{*}$ with at most $(7 / \epsilon) \log t$ vertices and with all weights at least $t^{-\epsilon / 6}$, and we see that $H$ has at most $t^{2-\epsilon / 10}$ edges not in $H_{t}^{*}$. (Discarding the $A_{i}$ with no edges from them was necessary to ensure the absence of vertices of degree zero in $H^{*}$.) Also, by construction of $H^{*}$, using the $x$-values ( $1-$ $\epsilon / 3)^{k+1 / 2}$ for $A_{k}$ (possibly slightly scaled up to give $\sum x(u) w(u)=1$ ), we see that $\sqrt{m\left(H^{*}\right)} n / \sqrt{\log _{1 / q} n}>(1-\epsilon) t$. Now take the critical graph $F$ containing $H^{*}$, using Theorem 3.6.

One specific case of this is worthy of note. This is the question of whether a graph is any easier to find as a minor than a complete graph of the same order. The property that determines this in one direction is that of whether
a graph has a tail; roughly, whether it is a subgraph (plus a few edges) of a blow-up of a critical graph of order 2. For a graph without that property, the relevant critical graph is that with a single vertex. (The above comments about sparse graphs that are hard to find as minors mean the converse cannot be so simple.) These results are formalised in what follows.

Definition 3.3 Let $H$ be a graph of order $t$. An $\epsilon$-tail in $H$ is an ordered pair $(S, T)$ of disjoint subsets of $V(H)$ with $|S|<|T|-\epsilon t$ and $e(T, V(H) \backslash S) \leq$ $t^{2-\epsilon}$.

Note that a $\epsilon$-tail is also an $\eta$-tail for any $\eta \leq \epsilon$.

Theorem 3.8 Let $0<\epsilon<\frac{1}{9}$ and $0<p<1$ be given and put $q=1-p$. Then there exists $t_{0}$ such that if $t>t_{0}, n=\left\lceil(1-\sqrt{\epsilon}) t \sqrt{\log _{1 / q} t}\right\rceil$ and $H$ is a graph of order $t$ with no $\epsilon$-tail, then $H \prec \mathcal{G}(n, p)$ with probability at most $\epsilon$.

Proof If $H \prec G$, then as usual we have a partition of $V(G)$ into $W_{u}$ for $u \in V(H)$, with an edge between $W_{u}$ and $W_{v}$ whenever $u v \in E(H)$, and there must be some choice of the $\left|W_{u}\right|$ such that the probability that a given partition with those $W_{u}$ has such edges is at least $\epsilon n^{-n}$. Thus we have

$$
\epsilon n^{-n} \leq \prod_{u v \in E(H)}\left(1-q^{-\left|W_{u} \|\left|W_{v}\right|\right.}\right) \leq \exp \left(-\sum_{u v \in E(H)} q^{\left|W_{u}\right|\left|W_{v}\right|}\right) .
$$

We will show that $\sum_{u v \in E(H)} q^{\left|W_{u} \| W_{v}\right|} \geq t^{1+\epsilon / 2}$, which yields a contradiction.
Write $n=t \ell$ where $\ell=(1-\sqrt{\epsilon}) \sqrt{\log _{1 / q} t}$. As in the proof of the previous theorem we divide the vertices of $H$ into classes $A_{k}$, but here it is more convenient to use linear rather than exponential bounds for those classes: we set

$$
A_{k}=\left\{u \in V(H):\left(1-\left(k+\frac{1}{2}\right) \sqrt{\epsilon}\right) \ell \leq\left|W_{u}\right| \leq\left(1-\left(k-\frac{1}{2}\right) \sqrt{\epsilon}\right) \ell\right\} .
$$

We then have $\sum_{k}\left|A_{k}\right|=t$ and $A_{k}$ empty when $\left(k-\frac{1}{2}\right) \sqrt{\epsilon} \geq 1$. Again we consider which $A_{i}$ have edges to which $A_{j}$. For $u \in V(H)$ define $\sigma(u)$ by $u \in A_{\sigma(u)}$. If for some $u, v \in V(H)$ we have $\sigma(u)=i$ and $\sigma(v)=j$ with $i+j \geq-1$, we then have $\left|W_{u}\right|\left|W_{v}\right| / \ell^{2} \leq\left(1-\left(i-\frac{1}{2}\right) \sqrt{\epsilon}\right)\left(1-\left(j-\frac{1}{2}\right) \sqrt{\epsilon}\right)=$ $1-(i+j-1) \sqrt{\epsilon}+\left(i-\frac{1}{2}\right)\left(j-\frac{1}{2}\right) \epsilon$. For a given $i$ with $\left(i-\frac{1}{2}\right) \sqrt{\epsilon}<1$, we see that $\left|W_{u} \| W_{v}\right| / \ell^{2}$ is maximised when $j$ is minimised; that is, when $i+j=-1$, and subject to $i+j=-1$ the expression is then maximised when $i$ and $j$ are 0 and -1 in some order. Thus for any $u$ and $v$ with $\sigma(u)+\sigma(v) \geq-1$, we have $\left|W_{u}\right|\left|W_{v}\right| \leq\left(1+\frac{3}{2} \sqrt{\epsilon}\right)\left(1+\frac{1}{2} \sqrt{\epsilon}\right) \ell^{2} \leq(1+\sqrt{\epsilon})^{2} \ell^{2}$.

If there are at least $t^{2-\epsilon}$ edges $u v \in E(H)$ with $\sigma(u)+\sigma(v) \geq-1$, we then have $\sum_{u v \in E(H)} q^{\left|W_{u}\right|\left|W_{v}\right|} \geq t^{2-\epsilon} q^{(1+\sqrt{\epsilon})^{2} \ell^{2}}=t^{2-\epsilon-(1+\sqrt{\epsilon})^{2}(1-\sqrt{\epsilon})^{2}}=t^{2-\epsilon-(1-\epsilon)^{2}} \geq$ $t^{1+\epsilon / 2}$, as required.

We now suppose that there are fewer than $t^{2-\epsilon}$ edges $u v \in E(H)$ with $\sigma(u)+\sigma(v) \geq-1$, and show for a contradiction that $H$ has an $\epsilon$-tail. We consider some unions of the $A_{i}$ : for $m \geq 0$ put $T_{m}=\cup_{k \geq m} A_{k}$ and $S_{m}=$ $\cup_{k<-m-1} A_{k}$. If $u \in T_{m}$ and $v \notin S_{m}$ we have $\sigma(u)+\sigma(v) \geq-1$, so that $e\left(T_{m}, V(H)-S_{m}\right)<t^{2-\epsilon}$. For there not to be an $\epsilon$-tail we must then have $\left|S_{m}\right| \geq\left|T_{m}\right|-\epsilon t$.

Since $\sum_{u}\left|W_{u}\right|=n=t \ell$, we have

$$
\sum_{k}\left|A_{k}\right|\left(1-\left(k+\frac{1}{2}\right) \sqrt{\epsilon}\right) \ell \leq t \ell \leq \sum_{k}\left|A_{k}\right|\left(1-\left(k-\frac{1}{2}\right) \sqrt{\epsilon}\right) \ell .
$$

Since $\sum_{k}\left|A_{k}\right|=t$ we conclude that

$$
-\frac{t}{2} \leq \sum_{k} k\left|A_{k}\right| \leq \frac{t}{2}
$$

But we also have

$$
\sum_{k} k\left|A_{k}\right|=\sum_{i \geq 1}\left|T_{i}\right|-\left|A_{-1}\right|-2\left|S_{0}\right|-\sum_{i \geq 1}\left|S_{i}\right|
$$

$$
\begin{aligned}
& =\sum_{1 \leq i<1 / 2+1 / \sqrt{\epsilon}}\left|T_{i}\right|-\left|A_{-1}\right|-2\left|S_{0}\right|-\sum_{i \geq 1}\left|S_{i}\right| \\
& \leq\left(1 / \sqrt{\epsilon}+\frac{1}{2}\right) \epsilon t-\left|A_{-1}\right|-2\left|S_{0}\right| .
\end{aligned}
$$

Now $t=\sum_{k}\left|A_{k}\right|=\left|S_{0}\right|+\left|A_{-1}\right|+\left|T_{0}\right| \leq 2\left|S_{0}\right|+\left|A_{-1}\right|+\epsilon t$, so $-\left|A_{-1}\right|-2\left|S_{0}\right| \leq$ $(-1+\epsilon) t$. Thus $\sum_{k} k\left|A_{k}\right| \leq(-1+\epsilon+\sqrt{\epsilon}+\epsilon / 2) t<-t / 2$, a contradiction.

### 3.4 Minors of dense graphs

In this section, we suppose that we have some fixed weighted graph $F$. Suppose also that we have some positive $x(v)$ for $v \in V(F)$, with

$$
\sum_{v \in V(F)} w(v) x(v)=1,
$$

and write

$$
m(\mathbf{x})=\min _{u v \in E(F)} x(u) x(v)
$$

(It will be best to choose $\mathbf{x}$ so that $m(\mathbf{x})=m(F)$, but the arguments in this section do not all require that choice.)

The main purpose of this section is to prove Theorem 3.12, that a graph of order $n$, density $1-q$ and reasonable connectivity has an $F_{t}$ minor, for $t=(1-\epsilon) \sqrt{m(\mathbf{x})} n / \sqrt{\log _{1 / q} n}$; in view of Theorem 3.5, this is best possible. To do this, we will show that a partition into $t$ parts can be found, with the necessary edges between the parts, and then Lemma 3.2 will be applied to find the minor.

To find the partition, we generalise the method of equipartitions used by Thomason [64]. Let some $F_{t}$ be fixed, and suppose that in this $F_{t}$ there are $w^{*}(v)$ vertices corresponding to $v \in V(F)$, where $\lfloor w(v) t\rfloor \leq w^{*}(v) t \leq\lceil w(v) t\rceil$ for all $v \in V(F)$. Define an $\left(F_{t}, \mathbf{x}\right)$-equipartition of $G$ to be a partition
of $V(G)$ into $t$ sets $W_{v}$ for $v \in V\left(F_{t}\right)$, where there is an edge between $W_{u}$ and $W_{v}$ whenever $u v \in E\left(F_{t}\right)$, where the parts corresponding to a vertex $v \in V(F)$ have total order $\lfloor x(v) w(v)|G|\rfloor$ or $\lceil x(v) w(v)|G|\rceil$, a quantity we denote $x^{*}(v) w^{*}(v)|G|$, and where each of the $w^{*}(v) t$ parts corresponding to $v \in V(F)$ has order $\left\lfloor x^{*}(v)|G| / t\right\rfloor$ or $\left\lceil x^{*}(v)|G| / t\right\rceil$.

The method of equipartitions used in [64] finds the equipartition as a suitably constrained random partition; if the partition were chosen at random, there could be too many parts with small neighbourhoods, but if it is chosen in a suitably constrained way, so that each part has an even distribution of vertex degrees, this does not occur. The key adaptation of this method needed for it to be used to find blown-up minors is to divide the vertices of $G$ at random into the parts for each $u \in V(F)$, before applying the method to find our constrained random partition. For this to work, we need to use a result of Chvátal [10] on the tail of the hypergeometric distribution:

Lemma 3.9 (Chvátal [10]) Let

$$
H(M, N, n, k)=\sum_{i=k}^{n}\binom{M}{i}\binom{N-M}{n-i}\binom{N}{n}^{-1}
$$

Let $p=M / N$ and suppose $k=(p+t) n$ for some $0 \leq t \leq 1-p$. Then

$$
H(M, N, n, k) \leq\left(\left(\frac{p}{p+t}\right)^{p+t}\left(\frac{1-p}{1-p-t}\right)^{1-p-t}\right)^{n} \leq e^{-2 t^{2} n}
$$

The result achieved on equipartitions is as follows:

Lemma 3.10 Let $G$ be a graph of order $n>10000|F|$ and edge density $p=1-q$. Let $\ell$ and $s$ be positive integers with $\ell \geq 2$ and $s=\lfloor n / \ell\rfloor \geq 2$. Let some graph $F_{s}$ be fixed. Let positive $w^{*}(v)$ be as defined above, let some positive $x(v)$ for $v \in V(F)$ be given with $\sum_{v} w(v) x(v)=1$, and let some $x^{*}(v)$ as above be chosen (that is, $x^{*}(v) w^{*}(v)|G|$ an integer for all $v \in V(F)$,
$\sum_{v} x^{*}(v) w^{*}(v)=1$ and $\left.\lfloor x(v) w(v)|G|\rfloor \leq x^{*}(v) w^{*}(v)|G| \leq\lceil x(v) w(v)|G|\rceil\right)$. Let $\beta=n^{-1 / 4}$. Let $\beta^{\prime}=\beta n / \min _{u \in V(F)}\left(\left\lfloor x^{*}(u) \ell\right\rfloor w^{*}(u) s\right)$. Let $0<\eta \leq p-2 \beta^{\prime}$ and $\omega \geq 1$. Suppose that $\ell x^{*}(u) \geq 2$ for all $u \in V(F)$. Write

$$
E_{1}=\frac{3|F| s}{\omega \eta}
$$

and

$$
E_{2}=3 s^{2} \sum_{u v \in E(F)}(6 \omega)^{\ell \max \left\{x^{*}(u), x^{*}(v)\right\}}\left[\frac{q+2 \beta^{\prime}}{1-\eta}\right]^{(1-\eta)\left\lfloor\ell x^{*}(u)\right\rfloor\left(\left\lfloor\ell x^{*}(v)\right\rfloor-1\right)} .
$$

Then $G$ has an $\left(F_{t}, \mathbf{x}\right)$-equipartition for some $t$ with

$$
t \geq s-\frac{E_{1}+E_{2}+1}{\min _{u \in V(F)} w(u)}
$$

Proof First take a random partition of $V(G)$ into sets $V_{u}$ for $u \in V(F)$, where $\left|V_{u}\right|=x^{*}(u) w^{*}(u) n$. We claim that this partition can be taken so that, for all $u \in V(F)$ and $v \in V(G)$,

$$
\left|\left|\Gamma(v) \cap V_{u}\right|-x(u) w(u) d(v)\right|<n^{3 / 4}
$$

We have $\left|x(u) w(u) d(v)-x^{*}(u) w^{*}(u) d(v)\right| \leq 1$ and $n^{3 / 4}-1>n^{3 / 4} / 2$. Now,

$$
\mathbb{P}\left(\left|\left|\Gamma(v) \cap V_{u}\right|-x^{*}(u) w^{*}(u) d(v)\right| \geq t x^{*}(u) w^{*}(u) n\right) \leq 2 e^{-2 t^{2} x^{*}(u) w^{*}(u) n}
$$

by Lemma 3.9, for any $t \geq 0$. Take $t=n^{-1 / 4} / 2 x^{*}(u) w^{*}(u)$. We have $2 t^{2} x^{*}(u) w^{*}(u) n \geq n^{1 / 2} / 2$ so that $2 e^{-2 t^{2} x^{*}(u) w^{*}(u) n}<n^{-4}<n^{-3} / 3|F|$. Thus the probability that

$$
\left|\left|\Gamma(v) \cap V_{u}\right|-x(u) w(u) d(v)\right| \geq n^{3 / 4}
$$

is less than $n^{-3} / 3|F|$, and so the probability that this holds for any $u$ and $v$ is at most $1 / 3 n^{2}$. Thus some partition in which each vertex has (to within $\beta n$ ) the expected number of neighbours in each $V_{u}$ may be taken. We may also
take a random $V_{u}^{\prime} \subset V_{u}$ with $\left|V_{u}^{\prime}\right|=w^{*}(u) s\left\lfloor x^{*}(u) \ell\right\rfloor$ and arrange for all vertices to have within $\beta n$ of the expected number of neighbours within each $V_{u}^{\prime}$. Fix such a partition in what follows.

For $u \in V(F)$ and $v \in V(G)$, let

$$
Q\left(V_{u}, v\right)=\left\{w \in V_{u}-\{v\}: v w \notin E(G)\right\}
$$

be the set of nonneighbours (other than $v$ ) of $v$ within $V_{u}$, let $Q\left(V_{u}^{\prime}, v\right)=$ $Q\left(V_{u}, v\right) \cap V_{u}^{\prime}$, let

$$
Q(v)=\bigcup_{u \in V(F)} Q\left(V_{u}, v\right)
$$

and for $W \subset V(G)$ let

$$
N\left(V_{u}^{\prime}, W\right)=\left\{v \in V_{u}^{\prime}: W \subset Q(v)\right\}
$$

be the set of vertices in $V_{u}^{\prime}-W$ with no edge to $W$.
For each $u \in V(F)$, order the vertices of $V_{u}^{\prime}$ as $v\left(V_{u}^{\prime}, 1\right), v\left(V_{u}^{\prime}, 2\right), \ldots$, $v\left(V_{u}^{\prime},\left|V_{u}^{\prime}\right|\right)$ in increasing order of $\left|Q\left(v\left(V_{u}^{\prime}, i\right)\right)\right|$; that is, in decreasing order of degree in $G$. Write $q\left(V_{u}^{\prime}, i\right)=\left|Q\left(v\left(V_{u}^{\prime}, i\right)\right)\right| /(n-1)$. Now divide $V_{u}^{\prime}$ into $\left\lfloor x^{*}(u) \ell\right\rfloor$ blocks

$$
B\left(V_{u}, j\right)=\left\{v\left(V_{u}^{\prime}, i\right):(j-1) w^{*}(u) s<i \leq j w^{*}(u) s\right\}
$$

each of order $w^{*}(u) s$, for $1 \leq j \leq\left\lfloor x^{*}(u) \ell\right\rfloor$. For $1 \leq j \leq\left\lfloor x^{*}(u) \ell\right\rfloor$ now choose a random permutation $\beta\left(V_{u}, j\right)$ of $B_{j}$, these permutations being chosen independently and uniformly at random from all $\left(w^{*}(u) s\right)$ ! permutations, and so derive a constrained random partition of $\left\{v\left(V_{u}^{\prime}, i\right): 1 \leq i \leq w^{*}(u) s\left\lfloor x^{*}(u) \ell\right\rfloor\right\}$ into $w^{*}(u) s$ parts

$$
W\left(V_{u}, i\right)=\left\{v\left(V_{u}^{\prime}, \beta\left(V_{u}, j\right)(i)\right): 1 \leq j \leq\left\lfloor x^{*}(u) \ell\right\rfloor\right\}
$$

each of $\left\lfloor x^{*}(u) \ell\right\rfloor$ vertices.

For $S \subset V_{u}^{\prime}$ and $W$ one of the random parts $W\left(V_{u}, i\right)$, we have

$$
\begin{aligned}
\mathbb{P}(W \subset S) & =\prod_{j=1}^{\left\lfloor x^{*}(u) \ell\right\rfloor} \frac{\left|S \cap B_{j}\right|}{w^{*}(u) s} \\
& \leq\left[\frac{1}{\left\lfloor x^{*}(u) \ell\right\rfloor} \sum_{j=1}^{\left\lfloor x^{*}(u) \ell\right\rfloor} \frac{\left|S \cap B_{j}\right|}{w^{*}(u) s}\right]^{\left\lfloor x^{*}(u) \ell\right\rfloor} \\
& =\left[\frac{|S|}{\left\lfloor x^{*}(u) \ell\right\rfloor w^{*}(u) s}\right]^{\left\lfloor x^{*}(u) \ell\right\rfloor} .
\end{aligned}
$$

Taking $S=Q\left(V_{u}^{\prime}, v\left(V_{v}^{\prime}, i\right)\right)$, we have

$$
\mathbb{P}\left(v\left(V_{v}^{\prime}, i\right) \in N\left(V_{v}^{\prime}, W\right)\right)=\mathbb{P}(W \subset S) \leq\left(q\left(V_{v}^{\prime}, i\right)+\beta^{\prime}\right)^{\left\lfloor x^{*}(u) \ell\right\rfloor}
$$

We thus have

$$
\mathbb{E}\left(\left|B\left(V_{v}, j\right) \cap N\left(V_{v}^{\prime}, W\right)\right|\right) \leq w^{*}(v) s\left(q\left(V_{v}^{\prime}, j w^{*}(v) s\right)+\beta^{\prime}\right)^{\left\lfloor x^{*}(u) \ell\right\rfloor}
$$

Say that a random part $W$ in $V_{u}$ rejects a block $B\left(V_{v}, j\right)$ if $\mid B\left(V_{v}, j\right) \cap$ $N\left(V_{v}^{\prime}, W\right) \mid>\omega w^{*}(v) s\left(q\left(V_{v}^{\prime}, j w^{*}(v) s\right)+\beta^{\prime}\right)^{\left\lfloor x^{*}(u) \ell\right\rfloor}$, so that $W$ rejects any given block $B\left(V_{v}, j\right)$ with probability at most $1 / \omega$. Now write

$$
R\left(V_{v}, W\right)=\left\{j<\left\lfloor x^{*}(v) \ell\right\rfloor: W \text { rejects } B\left(V_{v}, j\right)\right\} .
$$

We have $\mathbb{E}\left(\left|R\left(V_{v}, W\right)\right|\right) \leq\left(\left\lfloor x^{*}(v) \ell\right\rfloor-1\right) / \omega$; say that a random part $W$ is acceptable if $\left|R\left(V_{v}, W\right)\right|<\eta\left(\left\lfloor x^{*}(v) \ell\right\rfloor-1\right)$ for all $v \in V(F)$, so the probability that a random part $W$ is not acceptable is at most $|F| / \omega \eta$.

Now let $W$ be some given acceptable part in $V_{u}^{\prime}$, and let $v \in V(F)$ be such that $u v \in E(F)$. Let $M\left(V_{v}, W\right)=\left\{1,2, \ldots,\left\lfloor x^{*}(v) \ell\right\rfloor-1\right\} \backslash R\left(V_{v}, W\right)$ and let $m\left(V_{v}\right)=\left|M\left(V_{v}, W\right)\right| \geq(1-\eta)\left(\left\lfloor x^{*}(v) \ell\right\rfloor-1\right)$. Let $W^{\prime}$ be some random part in $V_{v}^{\prime}$ that is not equal to $W$. Let $P_{W}$ be the probability conditional on $W$ that there is no edge between $W$ and $W^{\prime}$. Let $I=1$ if $u=v$ and let $I=0$ otherwise. We then have

$$
P_{W}=\mathbb{P}\left(W^{\prime} \subset N\left(V_{v}^{\prime}, W\right) \mid W\right)
$$

$$
\begin{aligned}
& \leq \prod_{j \in M\left(V_{v}, W\right)} \frac{\omega w^{*}(v) s\left(q\left(V_{v}^{\prime}, j w^{*}(v) s\right)+\beta^{\prime}\right)^{\left\lfloor x^{*}(u) \ell\right\rfloor}}{w^{*}(v) s-I} \\
& \leq(2 \omega)^{x^{*}(v) \ell} \prod_{j \in M\left(V_{v}, W\right)}\left(q\left(V_{v}^{\prime}, j w^{*}(v) s\right)+\beta^{\prime}\right)^{\left\lfloor x^{*}(u) \ell\right\rfloor} .
\end{aligned}
$$

Now observe that

$$
\begin{aligned}
\sum_{j \in M\left(V_{v}, W\right)} w^{*}(v) s\left(q\left(V_{v}^{\prime}, j w^{*}(v) s\right)+\beta^{\prime}\right) & \leq \sum_{i=1}^{\left|V_{v}^{\prime}\right|}\left(q\left(V_{v}^{\prime}, i\right)+\beta^{\prime}\right) \\
& \leq\left(q+2 \beta^{\prime}\right)\left(w^{*}(v) s\left\lfloor x^{*}(v) \ell\right\rfloor\right)
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
& {\left[\prod_{j \in M\left(V_{v}, W\right)}\left(q\left(V_{v}^{\prime}, j w^{*}(v) s\right)+\beta^{\prime}\right)\right]^{1 / m\left(V_{v}\right)} } \\
& \leq \frac{1}{m\left(V_{v}\right)} \sum_{j \in M\left(V_{v}, W\right)}\left(q\left(V_{v}^{\prime}, j w^{*}(v) s\right)+\beta^{\prime}\right) \\
& \leq \frac{\left(q+2 \beta^{\prime}\right)\left(w^{*}(v) s\left\lfloor x^{*}(v) \ell\right\rfloor\right)}{m\left(V_{v}\right) w^{*}(v) s} \\
&=\frac{\left\lfloor x^{*}(v) \ell\right\rfloor}{m\left(V_{v}\right)}\left(q+2 \beta^{\prime}\right) \\
& \leq \frac{\left\lfloor x^{*}(v) \ell\right\rfloor}{\left\lfloor x^{*}(v) \ell\right\rfloor-1} \times \frac{q+2 \beta^{\prime}}{1-\eta}
\end{aligned}
$$

Since $q+2 \beta^{\prime} \leq 1-\eta$ and $m\left(V_{v}\right) \geq(1-\eta)\left(\left\lfloor x^{*}(v) \ell\right\rfloor-1\right)$, it follows that

$$
\begin{aligned}
P_{W} \leq & (2 \omega)^{x^{*}(v) \ell}\left[\frac{\left\lfloor x^{*}(v) \ell\right\rfloor}{\left\lfloor x^{*}(v) \ell\right\rfloor-1} \times \frac{q+2 \beta^{\prime}}{1-\eta}\right]^{m\left(V_{v}\right)\left\lfloor x^{*}(u) \ell\right\rfloor} \\
\leq & (2 \omega)^{x^{*}(v) \ell}\left[\frac{\left\lfloor x^{*}(v) \ell\right\rfloor}{\left\lfloor x^{*}(v) \ell\right\rfloor-1}\right]^{\left\lfloor x^{*}(u) \ell\right\rfloor\left(\left\lfloor x^{*}(v) \ell\right\rfloor-1\right)} \\
& \times\left[\frac{q+2 \beta^{\prime}}{1-\eta}\right]^{\left.(1-\eta)\left\lfloor x^{*}(u) \ell\right\rfloor\left(x^{*}(v) \ell\right\rfloor-1\right)} \\
\leq & (6 \omega)^{\ell \max \left\{x^{*}(u), x^{*}(v)\right\}\left[\frac{q+2 \beta^{\prime}}{1-\eta}\right]^{(1-\eta)\left\lfloor\ell x^{*}(u)\right\rfloor\left(\left\lfloor x^{*}(v)\right\rfloor-1\right)} .} .
\end{aligned}
$$

It now follows that the probability that a partition has more than $E_{1}$ unacceptable parts is less than $\frac{1}{2}$, as is the probability that a partition has
more than $E_{2}$ pairs of acceptable parts without edges between them. So take a partition with no more than $E_{1}$ unacceptable parts and no more than $E_{2}$ defective pairs, and remove the unacceptable parts and one part from each defective pair. This might have removed disproportionately many parts corresponding to some vertex $u \in V(F)$, but the number of parts corresponding to each such $u$ can be made balanced again with the removal in total of not more than $\left(E_{1}+E_{2}+1\right) /\left(\min _{u \in V(F)} w(u)\right)$ parts.

The above formulation is somewhat cumbersome to work with. To obtain a more useful form, we will take $s \approx \sqrt{m(\mathbf{x})} n / \sqrt{\log _{1 / q} n}$ and $\ell \approx$ $\sqrt{\log _{1 / q} n} / \sqrt{m(\mathbf{x})}$ and show that $E_{1}$ and $E_{2}$ are small compared to $s$. The result we obtain is the following.

Corollary 3.11 Let $0<\epsilon<1$. Let a weighted graph $F$ and some $\mathbf{x}$ as above be given. Then there exists $N$ such that the following assertion holds.

Let $G$ be a graph of order $n>N$ and edge density $p=1-q$, where $(\log \log n)^{2+\epsilon} / \log n<p<1-(\log n)^{-1 / \epsilon}$. Then $G$ has an $\left(F_{t}, \mathbf{x}\right)$-equipartition for some $t$ with $t \geq(1-\epsilon) \sqrt{m(\mathbf{x})} n / \sqrt{\log _{1 / q} n}$.

Proof Suppose throughout that $n$ is sufficiently large for various statements in this proof to work. Write $w=\min _{u \in V(F)} w(u)$ and $x=\max _{u \in V(F)} x(u)$. We have $q>(\log n)^{-1 / \epsilon}$, so

$$
\log _{1 / q} n=(\log n) /(\log (1 / q)) \rightarrow \infty
$$

as $n \rightarrow \infty$. Put

$$
\ell=\left\lceil(1+\epsilon / 2) \sqrt{\log _{1 / q} n} / \sqrt{m(\mathbf{x})}\right\rceil
$$

$\eta=\epsilon p / 8$ and $\omega=256|F| / \epsilon^{2} w p$. Then we have

$$
s=\lfloor n / \ell\rfloor>(1-\epsilon / 2) \sqrt{m(\mathbf{x})} n / \sqrt{\log _{1 / q} n} .
$$

We will show that (where $E_{1}$ and $E_{2}$ are as in Lemma 3.10)

$$
\frac{E_{1}+E_{2}+1}{w} \leq \epsilon s / 2
$$

which in conjunction with Lemma 3.10 implies our result. Clearly $1 / w<$ $\epsilon s / 6$, and by choice of $\omega$ and $\eta$ we have $E_{1} / w=3|F| s / w \omega \eta<\epsilon s / 6$. So it will suffice to show that $E_{2}<\epsilon w s / 6$. For this it will suffice to show that

$$
3 s^{2}(6 \omega)^{2 \ell x}\left[\frac{q+2 \beta^{\prime}}{1-\eta}\right]^{(1-\eta)\left\lfloor\ell x^{*}(u)\right\rfloor\left(\left\lfloor x^{*}(v)\right\rfloor-1\right)}<\epsilon w s / 6|F|^{2}
$$

for all $u v \in E(F)$. We have $\left\lfloor\ell x^{*}(u)\right\rfloor\left(\left\lfloor\ell x^{*}(v)\right\rfloor-1\right)>(1+\epsilon) \log _{1 / q} n$, and so (since $\eta<\epsilon / 8)$ have $(1-\eta)\left\lfloor\ell x^{*}(u)\right\rfloor\left(\left\lfloor\ell x^{*}(v)\right\rfloor-1\right)>(1+3 \epsilon / 4) \log _{1 / q} n$. Now we have $\log \left(\left(q+2 \beta^{\prime}\right) /(1-\eta)\right)=\log \left(q+2 \beta^{\prime}\right)+\log (1 /(1-\eta))=$ $\log (1 /(1-\eta))-\log \left(1 /\left(q+2 \beta^{\prime}\right)\right) \leq \log (1 /(1-\eta))-(1-\epsilon / 8) \log (1 / q)$. Observe that $\log (1 /(1-\eta))=-\log (1-\eta)<2 \eta$ (since $\eta<\frac{1}{8}$ ), and $2 \eta=\epsilon p / 4$, and $q=1-p<e^{-p}$ so $p<\log (1 / q)$ whence $\log (1 /(1-\eta))<(\epsilon / 4) \log (1 / q)$. Thus $\log \left(\left(q+2 \beta^{\prime}\right) /(1-\eta)\right)<-(1-3 \epsilon / 8) \log (1 / q)$. We now have

$$
\begin{aligned}
& 3 s^{2}(6 \omega)^{2 \ell x}\left[\frac{q+2 \beta^{\prime}}{1-\eta}\right]^{(1-\eta)\left\lfloor\ell x^{*}(u)\right\rfloor\left(\left\lfloor\ell x^{*}(v)\right\rfloor-1\right)} \\
& \quad \leq s \exp \left[\log n+2 \ell x \log \left(1536|F| / \epsilon^{2} w p\right)-(1+3 \epsilon / 4)(1-3 \epsilon / 8) \log n\right] \\
& \quad \leq s \exp \left[(4 x / \sqrt{m(\mathbf{x})}) \sqrt{\log _{1 / q} n} \log \left(1536|F| / \epsilon^{2} w p\right)-(\epsilon / 4) \log n\right] \\
& \quad \leq s \exp \left[(4 x / \sqrt{m(\mathbf{x})}) \sqrt{(\log n) / p} \log \left(1536|F| / \epsilon^{2} w p\right)-(\epsilon / 4) \log n\right] \\
& \quad<\epsilon w s / 6|F|^{2}
\end{aligned}
$$

for $n$ large, given the bounds on $p$.
We now use this result to show that a dense graph $G$ with reasonable connectivity has (to within a factor of $1-\epsilon$ ) as large an $F_{t}$ minor as is to be found in a random graph. (The converse result for random graphs $G$, that no larger minor can be found, was found in Theorem 3.5; this result
implies that minors of the given order can be found in random graphs, which almost surely have the required connectivity.) The corresponding result of Thomason [64] is his Theorem 4.1, where he shows that, given any $s$ vertices of $G$, the $K_{s}$ minor can be chosen with one of those given vertices in each part of the minor; this is used in the arguments for sparse graphs. Although the argument here would allow such vertices to be chosen to be in each part in our case as well, for the arguments of the next section it will suffice to use Thomason's original result where such a result is needed.

Theorem 3.12 Let $0<\epsilon<1$. Let a weighted graph $F$ be given. Then there exists $N$ such that the following assertion holds.

Let $G$ be a graph of order $n>N$, edge density $p=1-q$ and connectivity $\kappa(G) \geq n(\log \log \log n) /(\log \log n)$. Write $q^{*}=\max \left\{q,(\log n)^{-1 / \epsilon}\right\}$. Then $G \succ F_{s}$, where

$$
s=\left\lceil(1-\epsilon) \frac{n \sqrt{m(F)}}{\sqrt{\log _{1 / q} n}}\right\rceil .
$$

Proof Assume throughout that $n$ is large. By Lemma 3.4, for any $u, v \in$ $V(G), u$ and $v$ are joined in $G$ by at least $\kappa^{2} / 4 n$ internally disjoint paths with length at most

$$
h=2(\log \log n) /(\log \log \log n) ;
$$

let $P_{u, v}$ be the set of such paths.
Let $r=1 /(\log \log \log n)$ and select vertices independently and at random with probability $r$ from $V(G)$, forming a set of vertices $C$, where $|C|<2 r n$ with probability at least $\frac{1}{2}$. Using Lemma 3.3, the probability that a given vertex $v \in G$ of degree $d(v)$ has more than $\epsilon d(v) / 6$ neighbours within $C$ is less than $1 / n^{2}$. For given $u, v \in V(G), C$ contains all the internal vertices of some given path in $P_{u, v}$ with probability at least $r^{h}$, independently for each such path; and $r^{h}>(\log n)^{-1 / 6}$, so $r^{h}\left|P_{u, v}\right| / 2>n /(\log n)^{1 / 3}$. Again using

Lemma3.3, we conclude that the probability that fewer than $r^{h}\left|P_{u, v}\right| / 2$ paths of $P_{u, v}$ lie entirely within $C$ is less than $1 / n^{3}$; so there is some set $C$ (which we now fix) with $|C|<2 r n$, with every vertex $v$ of $G$ having at most $\epsilon d(v) / 6$ neighbours inside $C$, and, for every pair $u, v$ of vertices of $G$, with at least $n /(\log n)^{1 / 3}$ internally disjoint paths from $u$ to $v$ with length at most $h$ whose internal vertices lie within $C$.

Similarly, choose a random subset $D$ of $V(G) \backslash C$, choosing each vertex with probability $r$. With probability at least $\frac{1}{2}$ we have $|D|<2 r n$; any given vertex $v$ has at least $d(v) / 2 \geq \kappa / 2$ neighbours outside $C$ and the probability that more than $\epsilon d(v) / 6$ of these or fewer than $r \kappa / 4$ of these lie in $D$ is at most $1 / n^{2}$; so we may fix $D$ such that every vertex $v$ has between $r \kappa / 4$ and $\epsilon d(v) / 6$ neighbours in $D$.

Let $\mathbf{x}$ be chosen so that $m(\mathbf{x})=m(F)$. We will apply Corollary 3.11 to $G^{\prime}=G-C-D$ to find an $\left(F_{s}, \mathbf{x}\right)$-equipartition. The result will then immediately follow by Lemma 3.2, so it remains only to verify that the conditions of Corollary 3.11 do apply with suitable parameters. Let $n^{\prime}=\left|G^{\prime}\right|$ and let $p^{\prime}=1-q^{\prime}$ be the edge density of $G^{\prime}$. We will use the parameters $\epsilon / 8, n^{\prime}$ and $p^{\prime}$. We have $n^{\prime} \geq n(1-4 r)=n(1-o(1))$, and for all $v \in V\left(G^{\prime}\right)$ we have $d_{G^{\prime}}(v) \geq(1-\epsilon / 3) d_{G}(v)$. The connectivity of $G$ implies that $p \geq$ $\kappa / 2 n \geq(\log \log \log n) /(2 \log \log n)$, so that $p^{\prime} \geq(1-\epsilon / 2) p>1 /(\log \log n)$. If $p^{\prime}=o(1)$ we then have $\log \left(1 / q^{\prime}\right) \approx p^{\prime} \geq(1-\epsilon / 2) p \approx(1-\epsilon / 2) \log (1 / q)$; we also have $q^{\prime} \leq q\binom{n}{2} /\binom{n^{\prime}}{2} \leq q /(1-8 r)$ so that $\log \left(1 / q^{\prime}\right) \geq \log (1 / q)-9 r$ whence if $p^{\prime} \neq o(1)$ we have $\log \left(1 / q^{\prime}\right)=(1+o(1)) \log (1 / q)$. In the case that $q^{\prime}$ is very small so that the upper bound on $p$ in Corollary 3.11 does not hold, $q^{\prime}<\left(\log n^{\prime}\right)^{-8 / \epsilon}$, remove a few edges from $G$ until this inequality no longer holds; whether or not we need to remove those edges, we now have $\log \left(1 / q^{\prime}\right) \geq(1-3 \epsilon / 4) \log \left(1 / q^{*}\right)$. Now the conditions of Corollary 3.11 hold;
applying it, we find an $\left(F_{t}, \mathbf{x}\right)$-equipartition for some $t \geq s$, and so find an $\left(F_{s}, \mathbf{x}\right)$-equipartition.

### 3.5 Minors of sparse graphs

In this section we will show that $c\left(F_{t}\right)=(\alpha+o(1)) t \sqrt{(\log t) / m(F)}$. Consideration of random graphs with $q=\lambda$ and $n=t \sqrt{\left(\log _{1 / \lambda} t\right) / m(F)}$ shows by Theorem 3.5 that $c\left(F_{t}\right)$ cannot be any smaller, so we need only show that graphs with the given average degree have the required minor. In the previous section we saw how large an $F_{t}$ minor must be present in a dense reasonably connected graph; we will see that this is at least as large as is required. We will consider sparse graphs that are reasonably connected, and show that they have minors much larger than required, and then combine these arguments by considering graphs that are minor-minimal in certain classes. The minor-minimality will imply that every edge has many triangles on it, so vertex neighbourhoods are dense; so either there are many vertices whose neighbourhoods have much in common, or there are many whose neighbourhoods are largely disjoint. The former case is dealt with by the next lemma. The latter case is dealt with by finding many disjoint small complete minors in the disjoint neighbourhoods, and joining them up to form a large complete minor. These arguments are simply those of Thomason [64], but where the minors found are $K_{C t}$ for any constant $C$; he stated that the results were true for any constant $C$, but only proved them for $C=2$. (The actual formulations given allow the constant in the average degree to be arbitrarily small, rather than the $\frac{3}{10}$ which was given in [64], and find a $K_{2 t}$ minor; this is clearly equivalent to the version where a larger minor is found.)

Lemma 3.13 Let $0<c<1$ and positive integers $f$ and $g$ be given. Then there exist $t_{0}$ and $c_{0}=c_{0}(c, f, g)>0$ such that the following assertion holds.

Let $t>t_{0}$ be a positive integer and let $d \geq c t \sqrt{\log t}$. Let $G$ be a bipartite graph with vertex classes $A$ and $B$ with $|A|>c_{0} d$ and $|B|<f d$ such that every vertex of $A$ has degree at least $d / g$. Then $G \succ K_{2 t}$.
(Thomason's version of the above lemma (for digraphs) has $c=\frac{3}{10}, f=$ 400 and $g=3$.)

Proof Let $c_{0}=e^{100 f^{2} g^{2} / c^{2}}$. We will show that $G \succ K_{2 t}$, supposing throughout that $t$ is large enough.

First remove edges as necessary so that each vertex $a \in A$ has degree exactly $\lceil d / g\rceil$. Now, successively for each vertex $a \in A$, select some neighbour $b$ of $a$ and contract the edge $a b$, until all the vertices of $A$ have been identified with vertices of $B$ and we have a graph on $B$ only. Choose the neighbour $b$ of $a$ as the vertex of minimum degree in the subgraph spanned by the neighbours of $a$ in the graph left at the stage when $a$ is being dealt with. If this subgraph had edge density $p_{a}=1-q_{a}$ then contracting $a b$ adds at least $q_{a}(\lceil d / g\rceil-1)$ edges to the subgraph spanned by $B$. This graph has no more than $\frac{1}{2}|B|(|B|-1)$ edges, so for some $a \in A$ we must have $q_{a} \leq q$ where $|A| q(\lceil d / g\rceil-1)=|B|(|B|-1)$, so $q=|B|(|B|-1) /|A|(\lceil d / g\rceil-1)<$ $f^{2} d^{2} / c_{0} d(\lceil d / g\rceil-1)<(f+1)^{2} g / c_{0}$. Let $G^{\prime}$ be the graph spanned by the neighbours of that vertex $a$ when it is being dealt with, so that $G^{\prime}$ has density at least $1-e^{-90 f^{2} g^{2} / c^{2}}$. Note that $\left|G^{\prime}\right|=\lceil d / g\rceil$.

We now find a subgraph of $G^{\prime}$ with high connectivity. Let $S$ be the set of vertices of $G^{\prime}$ with degree less than $3\left|G^{\prime}\right| / 4$. We have $3|S|\left|G^{\prime}\right| / 4+$ $\left|G^{\prime}-S\right|\left|G^{\prime}\right| \geq(1-q)\left|G^{\prime}\right|\left(\left|G^{\prime}\right|-1\right)$ so $|S|<e^{-80 f^{2} g^{2} / c^{2}}\left|G^{\prime}\right|$. This means that $\left|G^{\prime}-S\right|>d /(g+1)$; and $\delta\left(G^{\prime}-S\right) \geq 3\left|G^{\prime}\right| / 4-|S|$ so $\kappa\left(G^{\prime}-S\right)>\left|G^{\prime}\right| / 2$;
and $e\left(G^{\prime}-S\right) \geq \frac{1}{2}(1-q)\left|G^{\prime}\right|\left(\left|G^{\prime}\right|-1\right)-|S|\left|G^{\prime}\right|$, so $G^{\prime}-S$ has edge density at least $1-e^{-70 f^{2} g^{2} / c^{2}}$. But now, by Theorem 4.1 of Thomason [64], $G^{\prime}-S$ has a complete minor of order at least $\left((1-\epsilon) c(1 /(g+1)) \sqrt{70 f^{2} g^{2} / c^{2}}\right) t>2 t$, so $G$ has our complete minor.

We now show that in general a large sparse graph has a large complete minor.

Theorem 3.14 Let $0<c<1$ be given. Then there exist $t_{1}$ and $c_{1}, c_{2}>0$ such that the following assertion holds.

Let $t>t_{1}$ be a positive integer and let $d \geq c t \sqrt{\log t}$. Let $G$ be a graph with $|G| \geq c_{1} d$ and $\kappa(G) \geq c_{2}$ t. Suppose that $e(G) \leq d|G|$ and that there are at least d triangles on every edge of $G$. Then $G \succ K_{2 t}$.
(Thomason's version of this theorem has $c=\frac{3}{10}$ and $c_{2}$ fixed to be 23.)

Proof Let $g=\lceil 4 \alpha / c\rceil+2$. Let $h=\binom{4 g}{2}$. Let $f=3 h+1$. Let $c_{1}=$ $3\left(c_{0}(c, f, 3)+f\right)$ (where $c_{0}$ is the function of Lemma 3.13). Let $c_{2}=h$. We will show that $G \succ K_{2 t}$, supposing throughout that $t$ is large enough.

We will first find $h+1$ disjoint subsets $S_{0}, S_{1}, \ldots, S_{h}$ of $V(G)$ such that all $S_{i}$ satisfy $\left|S_{i}\right| \leq 3 d$ and $\delta\left(G\left[S_{i}\right]\right) \geq 2 d / 3$. We successively find each $S_{k+1}$ when all $S_{i}$ have been found for $0 \leq i \leq k$. Write $B=\cup_{i=0}^{k} S_{i}$; we have $|B| \leq 3 h d<f d$. Let $A=\{v \in V(G) \backslash B: d(v) \leq 3 d\}$. We have $3 d(|G|-|B|-|A|) \leq 2 e(G) \leq 2 d|G|$ so $|A| \geq|G| / 3-|B| \geq c_{0} d$. Every edge of $G$ is in at least $d$ triangles, so for all $a \in A$ we have $\delta(G[\Gamma(a)]) \geq d$. If every vertex of $A$ has at least $d / 3$ edges to $B$, then bemma 3.13 we have our minor, so suppose there is some $a \in A$ with fewer than $d / 3$ edges to $B$. Put $S_{k+1}=\Gamma(a) \backslash B$. Then $S_{k+1}$ is disjoint from the previous $S_{i}$ and we have $\left|S_{k+1}\right| \leq|\Gamma(a)| \leq 3 d$ and $\delta\left(G\left[S_{k+1}\right]\right) \geq d-d / 3=2 d / 3$. Thus we can find all the $S_{i}$ with the required properties.

Now we find, for $0 \leq i \leq h$, a subset $T_{i} \subset S_{i}$ such that the average degree of $G\left[T_{i}\right]$ is at least $3 d / 5$ and $\kappa\left(G\left[T_{i}\right]\right) \geq d / 40$. If $\kappa\left(G\left[S_{i}\right]\right) \geq d / 40$ then take $T_{i}=S_{i}$; otherwise remove a cutset of minimum size and consider a smallest component of what remains; if that component has the required connectivity, take it as $T_{i}$, and otherwise keep repeating the process of removing a minimum cutset and taking a smallest component. After $k$ steps this leaves a graph of order at most $2^{-k}\left|S_{i}\right| \leq 3 d 2^{-k}$ and minimum degree at least $2 d / 3-k d / 40$. For $k=3$ this is impossible so this process terminates after at most 2 steps, and then taking the resulting set as $T_{i}$ we indeed have $\delta\left(G\left[T_{i}\right]\right) \geq 2 d / 3-d / 20>3 d / 5$, so we have the required connectivity and average degree.

Theorem 4.1 of Thomason [64] can be applied to the $G\left[T_{i}\right]$ to find complete minors in them. We will join the minors for $1 \leq i \leq h$ to form a larger minor using paths through $T_{0}$, and will need to find the paths first before finding the minors.

Let $s=2\lceil t / 2 g\rceil$. For $1 \leq i \leq h$, take $s$ distinct vertices $w_{i}^{1}, w_{i}^{2}, \ldots, w_{i}^{s} \in$ $T_{i}$. By Menger's theorem [38] we then have $h s$ entirely vertex-disjoint paths joining the set $W=\left\{w_{i}^{k}: 1 \leq k \leq s, 1 \leq i \leq h\right\}$ to $T_{0}$; let $P(w)$ be the path joining $w \in W$ to $T_{0}$. The paths might use up many of the vertices of the $T_{i}$, so we need to adjust them not to do so. To make this adjustment, fix some $T=T_{i}$ for some $1 \leq i \leq h$. If $P(w)$ contains more than one vertex of $T$ then let $y_{w}$ and $z_{w}$ be the first and last vertices of that path that are in $T$. Lemma 3.1 tells us that there are at least $10^{-5} d$ paths from $y_{w}$ to $z_{w}$ in $T$ of length at most 240 . But $10^{-5} d-2 h s-240 h s>h s$, so we may successively choose a subpath in $T$ from $y_{w}$ to $z_{w}$ of length at most 240 for each $w$ such that all those subpaths are vertex-disjoint. Thus we may adjust all the paths $P(w)$ such that no more than $240 h s$ vertices of $T_{i}$ lie on the
paths for any $1 \leq i \leq h$. Let $T_{i}^{\prime}$ be the subset of $T_{i}$ consisting of those vertices of $T_{i}$ not in any of the paths $P(w)$.

We are now ready to find the minors within each $T_{i}$. Fix some $T=T_{i}$ with $1 \leq i \leq h$ and put $T^{\prime}=T_{i}^{\prime}$; then we have $|T|-240 h s \leq\left|T^{\prime}\right| \leq 3 d$ and $\kappa\left(G\left[T^{\prime}\right]\right) \geq d / 40-240 h s>d / 41$, so Theorem 4.1 of Thomason [64] applies to $G\left[T^{\prime}\right]$. Write $n=\left|T^{\prime}\right|$ and let $\ell$ be the average degree of $G\left[T^{\prime}\right]$ and $p=1-q$ be its edge density. Then $\log n=(1+o(1)) \log t$ and $(n-1)=$ $\ell /(1-q) \approx \ell /\left(1-q^{*}\right)$, so $G\left[T^{\prime}\right]$ has a $K_{r}$ minor with $r \geq(1-\epsilon) \ell(1-$ $\left.q^{*}\right)^{-1} \sqrt{\log \left(1 / q^{*}\right)} / \sqrt{\log t}$ (for any $\epsilon>0$, provided $t$ is sufficiently large). The expression in $q^{*}$ is minimal at $q^{*}=\lambda$, where $\left(1-q^{*}\right)^{-1} \sqrt{\log 1 / q^{*}}=1 / 2 \alpha$, and $\ell \geq 3 d / 5-240 h s>d / 2$, so $r>c t / 4 \alpha>2\lceil t / 2 g\rceil=s$. Thus $G\left[T^{\prime}\right]$ has a $K_{s}$ minor in which each of $w_{i}^{1}, w_{i}^{2}, \ldots, w_{i}^{s}$ is in a separate part of the minor.

It remains to join up these $K_{s}$ minors to form a $K_{2 t}$ minor. Relabel the $h=\binom{4 g}{2}$ sets $T_{i}$ as $T_{i, j}$ for $1 \leq i<j \leq 4 g$. Put $m=\lceil t / g\rceil=s / 2$. Relabel the set $W \cap T_{i, j}$ as $\left\{a_{i, j}^{k}, b_{i, j}^{k}: 1 \leq k \leq m\right\}$. We saw that $T_{i, j}$ has a $K_{2 m}$ minor, whose parts we may identify as $A_{i, j}^{k}$ and $B_{i, j}^{k}$ for $1 \leq k \leq m$ with $a_{i, j}^{k} \in A_{i, j}^{k}$ and $b_{i, j}^{k} \in B_{i, j}^{k}$ for all $k$.

We now choose $4 g m \geq 2 t$ sets $U_{i}^{k}$, for $1 \leq i \leq 4 g$ and $1 \leq k \leq m$, which will be extended to form our minor. Define

$$
U_{i}^{k}=\left(\bigcup_{j<i} A_{j, i}^{k}\right) \cup\left(\bigcup_{j<i} V\left(P\left(a_{j, i}^{k}\right)\right)\right) \cup\left(\bigcup_{j>i} B_{i, j}^{k}\right) \cup\left(\bigcup_{j>i} V\left(P\left(b_{i, j}^{k}\right)\right)\right)
$$

These sets are manifestly disjoint. There is an edge between distinct sets $U_{i}^{k}$ and $U_{j}^{l}$ : between $B_{i, j}^{k}$ and $A_{i, j}^{l}$ if $i<j$, or between $A_{i-1, i}^{k}$ and $A_{i-1, i}^{l}$ or between $B_{i, i+1}^{k}$ and $B_{i, i+1}^{l}$ if $i=j$ but $k \neq l$. Thus it remains only to make them connected. Each $U_{i}^{k}$ contains exactly $4 g-1$ vertices of $T_{0}$, the endpoints of the paths $P\left(a_{j, i}^{k}\right)$ for $j<i$ and $P\left(b_{i, j}^{k}\right)$ for $j>i$; each $A_{j, i}^{k} \cup V\left(P\left(a_{j, i}^{k}\right)\right)$ spans a connected subgraph, as does each $B_{i, j}^{k} \cup V\left(P\left(b_{i, j}^{k}\right)\right)$, so $G\left[U_{i}^{k}\right]$ has
at most $4 g-1$ connected components, each containing a vertex of $T_{0}$. Thus we need only join up these components with $4 g-2$ internally disjoint paths in $T_{0}$, calling the set $U_{i}^{k}$ with these paths added $W_{i}^{k}$, making these sets of paths for all $i$ and $k$ vertex-disjoint from each other. We need to choose a total of $4 g(4 g-2) m<h s$ paths, and just as we found short disjoint paths in $T_{i}$ for $1 \leq i \leq h$ we can find the required number of short disjoint paths in $T_{0}$. Thus we have found our minor.

To deal with graphs with small connectivity, we now need a notion of minor-minimality, which is defined in terms of classes $\mathcal{G}_{d, k}$ of graphs, analogous to the classes $\mathcal{D}_{d, k}$ of digraphs considered by Thomason [64]. For $d \in \mathbb{N}$ a positive integer and $k \leq(d+1) / 2$ with $2 k \in \mathbb{N}$, put

$$
\mathcal{G}_{d, k}=\{G:|G| \geq d \text { and } e(G)>d|G|-k d\} .
$$

Say that a graph $G$ is minor-minimal in $\mathcal{G}_{d, k}$ if $G \in \mathcal{G}_{d, k}$ but, for all $H \prec G$, if $H \neq G$ then $H \notin \mathcal{G}_{d, k}$. Let $G$ be a minor-minimal graph in $\mathcal{G}_{d, k}$. Observe that $K_{d} \notin \mathcal{G}_{d, k}$ and $K_{d+1} \notin \mathcal{G}_{d, k}$, so that $|G| \geq d+2$. Considering removing an edge shows that $e(G)=d|G|-k d+1$; considering removing a vertex shows that $d+1 \leq \delta(G)$; we have $\delta(G) \leq 2 d-1$ from the value of $e(G)$; and considering contracting an edge shows that at least $d$ triangles lie on every edge of $G$. Finally, we claim that $\kappa(G)>k$. To see this, let $S$ be a cutset and $C$ a component of $G-S$. Then $G[C \cup S]$ and $G-C$ are minors of $G$ with more than $d$ vertices (by the minimum degree). Minor-minimality means that they are not in $\mathcal{G}_{d, k}$, so that $e(G[C \cup S]) \leq d|C|+d|S|-k d$ and $e(G-C) \leq d|G|-d|C|-k d$, whence $e(G) \leq d|G|+d|S|-2 k d$. But since $e(G)>d|G|-k d$, we have $d|S|>k d$, so $\kappa(G)>k$.

We are now ready to prove the general extremal result for blown-up graphs.

Theorem 3.15 Let $F$ be a weighted graph. Let $\alpha=0.3190863431 \ldots$ be the constant defined above. Let $c\left(F_{t}\right)$ be the function defined above. Then

$$
c\left(F_{t}\right)=(\alpha+o(1)) t \sqrt{(\log t) / m(F)} .
$$

Proof As noted above, $c\left(F_{t}\right)$ cannot be any smaller than stated, by Theorem 3.5. Take some $\epsilon>0$, and let $d=\lceil(\alpha+\epsilon) t \sqrt{(\log t) / m(F)}\rceil$. It will then suffice to prove that, if $t$ is sufficiently large (in terms of $\epsilon$ ), then any graph $G$ with $e(G) \geq d|G|$ has an $F_{t}$ minor.

Put $k=\lceil d / \log \log \log d\rceil$. Then $e(G) \geq d|G|$ implies that $G \in \mathcal{G}_{d, k}$. Thus it suffices to show that, for $t$ sufficiently large, if $G$ is minor-minimal in $\mathcal{G}_{d, k}$ then $F_{t} \prec G$. So now suppose that $G$ is minor-minimal in $\mathcal{G}_{d, k}$.

We now have $e(G)=d|G|-k d+1=d|G|(1+o(1))$, at least $d$ triangles on every edge of $G$, and $\kappa(G)>k$. If $c_{1}$ is the constant of Theorem 3.14 applied with $c=\alpha / 2 \sqrt{m(F)}$, then if $|G| \geq c_{1} d$, then provided $t$ is sufficiently large the connectivity condition of Theorem 3.14 also applies and $K_{2 t} \prec G$, so $F_{t} \prec G$. So we now suppose that $|G| \leq c_{1} d$. Put $n=|G|$ and let $p=1-q$ be the edge density of $G$. Again provided $t$ is sufficiently large, the conditions of Theorem 3.12 now apply. We have $\log n=(1+o(1)) \log t$, and if $\ell$ is the average degree of $G$ we have $(n-1)=\ell /(1-q) \approx \ell /\left(1-q^{*}\right)$, so that we have an $F_{s}$ minor with $s \geq(1-\epsilon / 2) \ell\left(1-q^{*}\right)^{-1} \sqrt{\log \left(1 / q^{*}\right)} / \sqrt{\log t}$. Since $\ell=2 d(1+o(1))$, we have an $F_{s}$ minor with $s \geq 2 \alpha t\left(1-q^{*}\right)^{-1} \sqrt{\log \left(1 / q^{*}\right)}$. The expression in $q^{*}$ is minimal at $q^{*}=\lambda$, where $\left(1-q^{*}\right)^{-1} \sqrt{\log \left(1 / q^{*}\right)}=1 / 2 \alpha$, so indeed we have an $F_{s}$ minor with $s \geq t$.

## Chapter 4

## Sparse bipartite minors

### 4.1 Introduction

In Chapter 2 we saw when complete bipartite minors appear in random graphs. Where the two parts of the bipartite graph have sizes in some constant ratio, and we ask for how large a $K_{\beta t,(1-\beta) t}$ minor appears in a random graph, we saw that $t=n / \sqrt{4 \beta(1-\beta) \log _{1 / q} n}$. In Chapter 3, we saw what average degree forces such a minor in a general graph, seeing that the extremal graphs are derived from random graphs with a certain order and density. (The details of the form of the extremal graphs, where the excluded minor is a complete graph, are derived in Section 5.5.)

As well as considering the case where the size of the parts of the complete bipartite graph are in constant ratio, it is also natural to consider the extreme cases, of $K_{s, t}$ where $s$ is fixed and $t$ is large. In this case, the extremal graphs are no longer random. For example, in the trivial case where the graph we wish to avoid as a minor is the star $K_{1, t}$, the extremal graphs avoiding this minor are the union of disjoint $K_{t}$ graphs.

In many cases, it seems that $K_{s}+\overline{K_{t}}$ minors occur just when $K_{s, t}$ minors
do; in Chapter 2 we saw this to be the case for minors in random graphs. For this reason, we also discuss $K_{s}+\overline{K_{t}}$ minors in this chapter, although without proving results for them.

Of course, an average degree $O(t \sqrt{\log t})$ forces a $K_{s+t}$ minor, and so a $K_{s, t}$ minor. However, a better bound on the average degree that forces such a minor would be desirable. I make the following conjecture.

Conjecture 4.1 Let $s$ be a positive integer. Then there exists a constant $C$ such that, for all positive integers $t$, if $G$ has average degree at least $C t$, then $K_{s, t} \prec G$.

In this chapter we determine the exact average degree that forces a $K_{2, t}$ minor, for $t$ sufficiently large. The results are only stated and proved for $K_{2, t}$ minors, but many of the arguments are more general and indications are given where appropriate of how they may be adapted to $K_{s}+\overline{K_{t}}$ minors. These indications only describe how the arguments given could be generalised; in some places, additional arguments not given here would also be needed. The arguments for $K_{2, t}$ minors are much more complicated than one might expect; this complexity seems necessary, although much of it is only needed to achieve a best possible average degree of $t+1$; an average degree of $t+2$ can be achieved without many of the special cases; in particular, none of the special cases in Lemma 4.8 are needed for such a weaker result. We return to $K_{s, t}$ and $K_{s}+\overline{K_{t}}$ minors at the end of the chapter.

### 4.2 Simple bounds

We observed that the star is a trivial case of a complete bipartite minor. We state the obvious bounds for star minors formally here.

Theorem 4.2 Let $t \geq 1$ be some integer. If a graph has average degree greater than $t-1$ then it has a $K_{1, t}$ minor, but there exist arbitrarily large graphs with average degree $t-1$ and no $K_{1, t}$ minor.

Proof For the first part, if a graph has average degree greater than $t-1$ then it has a vertex $v$ of degree at least $t$, and $v$ together with $t$ of its neighbours provides a $K_{1, t}$ subgraph, which is a minor. For the second part, consider graphs that are the union of arbitrarily many disjoint $K_{t}$ subgraphs.

The following construction provides a general lower bound, which turns out to be the correct bound for $s=2$.

Theorem 4.3 Let $2 \leq s \leq t$ be integers and let $k \geq 1$ be an integer. Let $G$ be the graph on $k t+s-1$ vertices that is the union of $k$ graphs $K_{t+s-1}$, there being s-1 vertices shared among all those $K_{t+s-1}$ and all the other vertices of $G$ being in exactly one $K_{t+s-1}$. Then $G$ does not contain a $K_{s, t}$ minor.

Proof Suppose that $G$ has a $K_{s, t}$ minor, so that there are disjoint subsets $V_{1}, V_{2}, \ldots, V_{s}, W_{1}, W_{2}, \ldots, W_{t}$ of $V(G)$ such that all $G\left[V_{i}\right]$ and $G\left[W_{j}\right]$ are connected and there is an edge from $V_{i}$ to $W_{j}$ for all $i$ and $j$.

Because there are only $s-1$ vertices of $G$ shared among all the $K_{t+s-1}$, at least one of the $V_{i}$ does not contain any of those vertices; likewise, since $s \leq t$, at least one of the $W_{j}$ does not contain any of those vertices. There must be an edge between any such $V_{i}$ and $W_{j}$, so all such $V_{i}$ and $W_{j}$ lie entirely within the same $t$ vertices that are in just one of the $K_{t+s-1}$ making up $G$. All other $V_{i}$ and $W_{j}$ must have a vertex in the $s-1$ shared vertices; but this implies that all $V_{i}$ and $W_{j}$ have at least one vertex within the same $K_{t+s-1}$, a contradiction since the $V_{i}$ and $W_{j}$ are disjoint and there are $t+s$ of them.

Corollary 4.4 Let $2 \leq s \leq t$ be integers. For any $\epsilon>0$, there exist arbitrarily large graphs $G$ with average degree at least $t+2 s-3-\epsilon$ and no $K_{s, t}$ minor.

Proof The graph $G$ of Theorem 4.3 has

$$
k\left(\frac{1}{2} t(t-1)+t(s-1)\right)+\frac{1}{2}(s-1)(s-2)=k\left(\frac{1}{2} t(t+2 s-3)\right)+\frac{1}{2}(s-1)(s-2)
$$

edges. This gives an average degree of

$$
\frac{k t(t+2 s-3)+(s-1)(s-2)}{k t+s-1}=t+2 s-3-\frac{(s-1)(t+s-1)}{k t+s-1}
$$

which tends to $t+2 s-3$ from below as $k \rightarrow \infty$.

### 4.3 Small graphs

In this section we show that a graph of order not much bigger than $t$, and with more than $\frac{t+1}{2}(|G|-1)$ edges, has a $K_{2, t}$ minor.

In general we consider a graph $G$, of order $t+d$, where $d<\frac{1}{11} t^{1 / 4}$, and suppose that this graph has more than $\frac{t+1}{2}(|G|-1)$ edges. Clearly we need only consider $d \geq 2$. We then show that there are disjoint subsets $A$ and $B$ of $V(G)$, such that $G[A]$ and $G[B]$ are connected, $A$ has at least $t+\frac{d}{2}$ neighbours outside $A$, and $B$ has at least $t+\frac{d}{2}$ neighbours outside $B$. Then $A$ and $B$ provide one half of the minor, and the intersection of the sets of neighbours provides the other half. Each of $A$ and $B$ will in fact consist of a single vertex, or a pair of neighbouring vertices.

The case of $d \leq 3$ turns out to be a special case, which we readily dispose of:

Lemma 4.5 Let $t$ be a positive integer. Let $G$ be a graph of order $t+2$ or $t+3$ with more than $\frac{t+1}{2}(|G|-1)$ edges. Then $G$ has a $K_{2, t}$ minor.

Proof If $G$ is of order $t+2$, then it has two vertices of degree $t+1$; for otherwise, $e(G) \leq \frac{1}{2}(t|G|+1)=\frac{1}{2}\left(t^{2}+2 t+1\right)=\frac{t+1}{2}(|G|-1)$, a contradiction. Those two vertices have $t$ common neighbours, yielding our minor.

Now suppose $G$ is of order $t+3$, so it has at least $\frac{1}{2}(t+1)(t+2)+1=\frac{1}{2}\left(t^{2}+\right.$ $3 t+4)$ edges. If $G$ has a vertex $x$ of degree $t+2$, then it has some other vertex $y$ of degree at least $t+1$; for otherwise, $e(G) \leq \frac{1}{2}(t|G|+2)=\frac{1}{2}\left(t^{2}+3 t+2\right)$, a contradiction. Then $x$ and $y$ have $t$ common neighbours. Otherwise, we see in the same way that $G$ must have at least four vertices of degree $t+1$. If any two of these are nonneighbours, then they have $t+1$ common neighbours. Suppose then that there are exactly $k$ vertices of degree $t+1$ and none of greater degree; let those vertices be $x_{1}, x_{2}, \ldots, x_{k}$. Each of them has $t+2-k$ neighbours in the rest of the graph, so exactly one nonneighbour in the rest of the graph; let the nonneighbour of $x_{i}$ be $y_{i}$. No two $y_{i}$ are the same, since if $y_{i}=y_{j}$ then $x_{i}$ and $x_{j}$ would have $t$ common neighbours. If there were an edge between $y_{i}$ and $y_{j}$ then contracting that edge would yield our minor, one half having the vertices $x_{i}$ and $x_{j}$ and the other half having all the other vertices of the new graph. Thus there are no edges among the $y_{i}$. The degrees of all vertices of $G$ add up to at least $t|G|+4$; all vertices other than the $x_{i}$ have degree at most $t$, so we must have $\sum_{v \in A} d(v) \geq t|A|-k+4$ for any $A \subset V(G) \backslash\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$. But we have $d\left(y_{i}\right) \leq t+2-k$ for $1 \leq i \leq k$, and since $k \geq 4$ this yields a contradiction by taking $A=\left\{y_{1}, y_{2}, \ldots, y_{k}\right\}$.

For larger $d$, we find $A$ and $B$ separately, finding both of them by the same method; our results will show that, given a set $X \subset V(G)$ with $|X| \leq 2$, there is a subset $Y \subset V(G) \backslash X$ with $G[Y]$ connected, $|Y| \leq 2$ and $Y$ having at least $t+\frac{d}{2}$ neighbours outside $Y$. This can then be applied with $X$ empty, to find $A$, then with $X=A$, to find $B$.

Lemma 4.6 Let $t$ and $d$ be positive integers. Let $G$ be a graph of order $t+d$. Let $X \subset V(G)$ with $|X| \leq 2$. Let the maximum degree (in $G$ ) of any vertex in $V(G) \backslash X$ be $t+s$, where $0 \leq s<\frac{d}{2}$. Let $j$ be an integer with $0 \leq j \leq s$, and write $d_{h}=\left\lceil\frac{d}{2}-j\right\rceil$. Suppose that there does not exist a subset $Y \subset V(G) \backslash X$ with $G[Y]$ connected, $|Y| \leq 2$ and $Y$ having at least $t+\frac{d}{2}$ neighbours outside $Y$. Then $G$ has at most $\frac{1}{2}(t+d-1)(t+1)+\frac{1}{2}\left[t\left(d_{h}+s+j-d+1\right)+d^{2}+j^{2}-\right.$ $\left.2 d j-1+j d_{h}+j s-2 d_{h}\right]$ edges.

Proof Let $v$ be some vertex not in $X$ with degree at least $t+j$. Let $A$ be a set of $t+j$ neighbours of $v$, and let $B$ be the set of the remaining $d-j-1$ vertices of $G$.

Within $B$, there are at most $\binom{d-j-1}{2}=\frac{1}{2}\left(d^{2}+j^{2}-2 d j-3 d+3 j+2\right)$ edges. From $v$ to the rest of the graph there are at most $t+s$ edges. It remains to maximise the number of edges within $A$, plus the number from $A$ to $B$. If we write $d_{A}(x)$ for the number of edges within $A$ from a vertex $x \in$ $A$, and $d_{B}(x)$ for the number of edges to $B$, then we need to maximise $\sum_{x \in A} d_{B}(x)+\frac{1}{2} d_{A}(x)$. Every vertex $x$ in $A \backslash X$ has $d_{B}(x) \leq d_{h}$ (since if $x \in A \backslash X$ had $\frac{d}{2}-j+1$ neighbours in $B$, we could take $\left.Y=\{v, x\}\right)$. Every vertex $x$ in $A \backslash X$ has $d_{A}(x)+d_{B}(x) \leq t+s-1$. To maximise $d_{B}(x)+\frac{1}{2} d_{A}(x)$ subject to these constraints, we have $d_{B}(x)=d_{h}$ and $d_{A}(x)=t+s-1-d_{h}$, so we deduce $d_{B}(x)+\frac{1}{2} d_{A}(x) \leq d_{h}+\frac{1}{2}\left(t+s-1-d_{h}\right)$, for vertices $x \in A \backslash X$. For any vertices $x \in A \cap X$, we know only that $d_{B}(x)+\frac{1}{2} d_{A}(x) \leq|B|+\frac{1}{2}(|A|-1)=$ $d-j-1+\frac{1}{2}(t+j-1)$. Note that $\sum_{x \in A} d_{B}(x)+\frac{1}{2} d_{A}(x)$ will be maximised if $|A \cap X|=2$.

Thus, we have

$$
\begin{aligned}
e(G) \leq & \frac{1}{2}\left(d^{2}+j^{2}-2 d j-3 d+3 j+2\right)+(t+s) \\
& +(t+j-2)\left(d_{h}+\frac{1}{2}\left(t+s-1-d_{h}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& +2\left(d-j-1+\frac{1}{2}(t+j-1)\right) \\
= & \frac{1}{2}\left[d^{2}+\right. \\
& j^{2}-2 d j-3 d+3 j+2+(2 t+2 s) \\
& \left.\quad+(t+j-2)\left(d_{h}+t+s-1\right)+(4 d-2 j-6+2 t)\right] \\
= & \frac{1}{2}\left[d^{2}+\right. \\
& j^{2}-2 d j+d+j-4+4 t+2 s \\
& \left.\quad+(t+j-2)\left(d_{h}+t+s-1\right)\right] \\
= & \frac{1}{2}\left[d^{2}+\right. \\
& +j^{2}-2 d j+d+j-4+4 t+2 s \\
& \left.\quad+\left(t^{2}+t\left(d_{h}+s+j-3\right)+(j-2)\left(d_{h}+s-1\right)\right)\right] \\
= & \frac{1}{2}\left[t^{2}+\right. \\
\quad & +\left(d_{h}+s+j+1\right) \\
\quad & \left.\quad d^{2}+j^{2}-2 d j+d-2+j d_{h}+j s-2 d_{h}\right] \\
= & \frac{1}{2}(t+d-1)(t+1) \\
& +\frac{1}{2}\left[t\left(d_{h}+s+j-d+1\right)+d^{2}+j^{2}-2 d j-1+j d_{h}+j s-2 d_{h}\right] .
\end{aligned}
$$

Corollary 4.7 Let $t$ and $d$ be positive integers, with $4 \leq d<\sqrt{t}$. Let $G$ be a graph of order $t+d$ with more than $\frac{t+1}{2}(t+d-1)$ edges. Let $X \subset V(G)$ with $|X| \leq 2$. Let the maximum degree (in $G$ ) of any vertex in $V(G) \backslash X$ be $t+s$. Then, if $s>\frac{d-1}{2}$ or $s<\frac{d-3}{2}, V(G)$ has a subset $Y \subset V(G) \backslash X$ with $G[Y]$ connected, $|Y| \leq 2$ and $Y$ having at least $t+\frac{d}{2}$ neighbours outside $Y$.

Proof If $s>\frac{d-1}{2}$, then $s \geq \frac{d}{2}$, and $Y$ can be a single vertex with degree $t+s$. If $s<0$, we would have $e(G) \leq \frac{1}{2}(t(|G|-1)+2(d-1))=\frac{1}{2}(t(t+d-1)+$ $2 d-2)=\frac{1}{2}((t+1)(t+d-1)+d-1-t)$, a contradiction. Thus we have $0 \leq s<\frac{d-3}{2}$.

Suppose for a contradiction that there is no such $Y$. Put $j=1$ in Lemma 4.6. If $d$ is even, we have $s \leq \frac{d}{2}-2$ and $d_{h}=\frac{d}{2}-1$; if $d$ is odd, we have $s \leq \frac{d}{2}-\frac{5}{2}$ and $d_{h}=\frac{d}{2}-\frac{1}{2}$. In either case, $d_{h}+s \leq d-3$. We then have
$\frac{1}{2}(t+d-1)(t+1)+1 \leq e(G) \leq \frac{1}{2}(t+d-1)(t+1)+\frac{1}{2}\left[t\left(d_{h}+s+2-d\right)+\right.$ $\left.d^{2}-2 d+s-d_{h}\right]$. We deduce that

$$
\begin{aligned}
0 & \leq t\left(d_{h}+s+2-d\right)+d^{2}-2 d-2+s-d_{h} \\
& \leq-t+d^{2}
\end{aligned}
$$

a contradiction by the constraint on the value of $d$.

Lemma 4.8 Let $t$ and $d$ be positive integers, with $4 \leq d<\frac{1}{11} 1^{1 / 4}$. Let $G$ be a graph of order $t+d$ with more than $\frac{t+1}{2}(|G|-1)$ edges. Let $X \subset V(G)$ with $|X| \leq 2$. Let the maximum degree (in $G$ ) of any vertex in $V(G) \backslash X$ be $t+s$, where $\frac{d-3}{2} \leq s \leq \frac{d-1}{2}$. Then either $G$ has a $K_{2, t}$ minor or $V(G)$ has a subset $Y \subset V(G) \backslash X$ with $G[Y]$ connected, $|Y| \leq 2$ and $Y$ having at least $t+\frac{d}{2}$ neighbours outside $Y$.

Proof We work as in the proof of Lemma 4.6, taking $j=s$. Let $v, A$ and $B$ be as in that proof. If $s=\frac{d-3}{2}$, we have $d_{h}=2$; otherwise we have $d_{h}=1$. Note that, while $d_{B}(x)+\frac{1}{2} d_{A}(x)$ is maximised if $d_{B}(x)=d_{h}$ and $d_{A}(x)=$ $t+s-1-d_{h}$, if $s$ is too large then $d_{A}(x) \geq t$ and $v$ and $x$ have $t$ common neighbours, giving a $K_{2, t}$ minor. Write $c=2 s-(d-3)$, so $d=2 s+3-c$. Say a vertex $x \in A \backslash X$ is good if $d_{B}(x)+\frac{1}{2} d_{A}(x) \leq \frac{1}{2}(t+s-c)$, poor if $d_{B}(x)+\frac{1}{2} d_{A}(x)=\frac{1}{2}(t+s-c+1)$ and bad if $d_{B}(x)+\frac{1}{2} d_{A}(x)>\frac{1}{2}(t+s-c+1)$.

If $s=\frac{d-1}{2}$, we have $c=2$. Considering the two possible values for $d_{B}(x)$, we see that if $s \geq 3$ there can be no bad or poor vertices, but if $s=2$ (so $d=5$ ) there can be no bad vertices but there can be poor vertices with $d_{B}(x)=1$ and $d_{A}(x)=t+s-3=t-1$. If $s=\frac{d-2}{2}$, we have $c=1 ;$ if $s \geq 2$ there can be no bad or poor vertices, but if $s=1$ (so $d=4$ ) there can be no bad vertices but there can be poor vertices with $d_{B}(x)=1$ and $d_{A}(x)=t+s-2=t-1$. Finally, if $s=\frac{d-3}{2}$, and so $c=0$, again
there can be no bad vertices, and if $s \geq 3$ there can be no poor vertices, but if $s=2$ (so $d=7$ ) there can be poor vertices with $d_{B}(x)=2$ and $d_{A}(x)=t+s-3=t-1$ and if $s=1$ (so $d=5$ ) there can be poor vertices with $d_{B}(x)=2$ and $d_{A}(x)=t+s-3=t-2$.

First suppose that there are at least $\frac{1}{60} \sqrt{t}$ good vertices; this will hold in particular when all vertices are good, which always occurs except in the four cases given above when there may be poor vertices. Supposing there is no $K_{2, t}$ minor, and no $Y$ with the property of the lemma, we maximise the number of edges in the graph. The number of edges within $B$ is at most $\binom{d-s-1}{2}=\binom{s+2-c}{2}$; the number from $v$ to the rest of the graph is $t+s$; and $|B|=d-s-1=s+2-c$; so we have

$$
\begin{aligned}
& e(G)=\binom{s+2-c}{2}+(t+s)+\frac{1}{2}(t+s-2)(t+s-c+1)-\frac{1}{2}\left(\frac{1}{60} \sqrt{t}\right) \\
&+2\left(s+2-c+\frac{1}{2}(t+s-1)\right) \\
&= \frac{1}{2}[(s+2-c)(s+1-c)+(2 t+2 s)+(t+s-2)(t+s-c+1) \\
&\left.\quad-\frac{1}{60} \sqrt{t}+(2 t+6 s+6-4 c)\right] \\
&= \frac{1}{2}\left[t^{2}+d t-\frac{1}{60} \sqrt{t}+(s+2-c)(s+1-c)\right. \\
&\quad+8 s+(s-2)(s-c+1)+6-4 c] \\
&= \frac{1}{2}(t+1)(t+d-1) \\
& \quad+\frac{1}{2}\left[(c-2-2 s)-\frac{1}{60} \sqrt{t}+\left(s^{2}+3 s-2 c s+2+c^{2}-3 c\right)\right. \\
&\left.\quad \quad+8 s+\left(s^{2}-s-c s-2+2 c\right)+6-4 c\right]
\end{aligned}
$$

Since $e(G)>\frac{1}{2}(t+1)(t+d-1)$, we have

$$
\begin{aligned}
\frac{1}{60} \sqrt{t} & <2 s^{2}+8 s-3 c s+c^{2}-4 c+4 \\
& <d^{2} / 2+d / 4+8
\end{aligned}
$$

$$
<2 d^{2}
$$

so $\sqrt{t}<120 d^{2}$. But since $d<\frac{1}{11} 1^{1 / 4}$ we have $\sqrt{t}>121 d^{2}$, a contradiction.
It remains to consider the case where there are fewer than $\frac{1}{60} \sqrt{t}$ good vertices. Note that we have $t>44^{4}=3748096$. Let $A_{G}$ be the subset of $A$ consisting of all vertices that are either good or in $X$; we then have $\left|A_{G}\right| \leq \frac{1}{60} \sqrt{t}+2<\frac{1}{56} \sqrt{t}$. All other vertices of $A$ are poor.

In each of the four cases enumerated above where there can be poor vertices, the poor vertices all have the same $d_{A}$ and $d_{B}$ values, and $B$ is of a small constant size ( 2,3 or 4 depending on the case). The cases are as follows:

- $d=4,|A|=t+1, d_{A}=t-1,|B|=2, d_{B}=1$.
- $d=5,|A|=t+2, d_{A}=t-1,|B|=2, d_{B}=1$.
- $d=5,|A|=t+1, d_{A}=t-2,|B|=3, d_{B}=2$.
- $d=7,|A|=t+2, d_{A}=t-1,|B|=4, d_{B}=2$.

In all these cases, $d_{A}+d_{B} \geq t$. We find a minor in one of two ways. First, if poor vertices $x, y \in A$ have $\Gamma_{B}(x)=\Gamma_{B}(y)$, then let one part of the minor be $y$ and another be $\{v, x\}$. If $x$ and $y$ are not neighbours then those parts of the minor have at least $t$ common neighbours; in the case where $d=7$ and $d_{A}+d_{B}=t+1$, those parts have $t$ common neighbours even if $x$ and $y$ are neighbours. Second, we try to find poor vertices $x_{1}, y_{1}, x_{2}$, $y_{2} \in A$ such that $\Gamma_{B}\left(x_{1}\right)=\Gamma_{B}\left(y_{1}\right)$ and $\Gamma_{B}\left(x_{2}\right)=\Gamma_{B}\left(y_{2}\right)$, such that $x_{1}$ and $x_{2}$ are neighbours, and $y_{1}$ and $y_{2}$ are neighbours, and $\left\{x_{1}, x_{2}\right\}$ and $\left\{y_{1}, y_{2}\right\}$ have $t$ common neighbours so may be taken as the parts of our minor.

The simplest case to consider is that of $d=7$. Here we only need two poor vertices with the same neighbours in $B$. We will have these as long as
we have at least $7=\binom{4}{2}+1$ poor vertices, which we do by the bounds on $t$ and $\left|A_{G}\right|$.

The next simplest case to consider is that of $d=4$. Here each poor vertex has exactly one nonneighbour (which may or may not be poor) in $A$. By the above arguments, we may suppose that any two poor vertices that are not neighbours have different neighbours in $B$. If two poor vertices $x$ and $y$ are neighbours but share the same neighbour in $B$ and the same nonneighbour in $A$, then they have $t-2$ common neighbours in $A$, one common neighbour in $B$, and share the neighbour $v$, so we have our minor. Thus we may suppose that any element of $A_{G}$ is a nonneighbour of at most two poor vertices. Thus there are at least 4 poor vertices which have poor nonneighbours, and so the poor vertices include at least 2 pairs of nonneighbours. Say that $x_{1}$ and $y_{2}$ are nonneighbours, and $x_{2}$ and $y_{1}$ are nonneighbours, where $\Gamma_{B}\left(x_{1}\right)=\Gamma_{B}\left(y_{1}\right)=$ $\left\{b_{1}\right\}$, say, and $\Gamma_{B}\left(x_{2}\right)=\Gamma_{B}\left(y_{2}\right)=\left\{b_{2}\right\}$. Then $\left\{x_{1}, x_{2}\right\}$ and $\left\{y_{1}, y_{2}\right\}$ each have as neighbours the $t$ other vertices of the graph, and we have our minor.

Now consider the case where $d=5$ and $|B|=2$. Let $B=\left\{b_{1}, b_{2}\right\}$ and write $A_{1}$ for the set of those poor vertices whose neighbour in $B$ is $b_{1}$, and $A_{2}$ for the set of those poor vertices whose neighbour in $B$ is $b_{2}$. Each poor vertex has exactly 2 nonneighbours in $A$; by the above arguments, all edges within $A_{1}$ are present, as are all edges within $A_{2}$. We will find $x_{1}, y_{1} \in A_{1}$ and $x_{2}, y_{2} \in A_{2}$ such that $x_{1}$ and $x_{2}$ are neighbours; $y_{1}$ and $y_{2}$ are neighbours; $\left\{x_{1}, x_{2}\right\}$ has as neighbours all but at most one vertex; $\left\{y_{1}, y_{2}\right\}$ has as neighbours all but at most one vertex; and, if both those sets do not have as neighbours all of $G$, their nonneighbours (which can only be in $A_{G}$ ) are the same. This will yield our minor.

To find those vertices, first observe that there can be no more than 2 poor vertices with any given pair of nonneighbours in $A_{G}$ (since two such with the
same neighbour in $B$ would have $t$ common neighbours). Thus there are fewer than $\left|A_{G}\right|^{2}$ poor vertices with both nonneighbours in $A_{G}$. Let $A_{1}^{\prime}$ be the result of removing all such vertices from $A_{1}$, and let $A_{2}^{\prime}$ be the result of removing all such vertices from $A_{2}$. At least one of these sets has order at least $5\left|A_{G}\right|$; without loss of generality suppose that is $A_{1}^{\prime}$. Then there are at least 5 vertices in $A_{1}^{\prime}$ that, if they have any nonneighbour in $A_{G}$, have the same nonneighbour in $A_{G}$. Let those be $A_{1}^{\prime \prime}$.

Now take any vertex $x_{1} \in A_{1}^{\prime \prime}$, and let $y_{2}$ be a nonneighbour of $x_{1}$ in $A_{2}$. If $x_{1}$ has any other nonneighbour $z$ in $A_{2}$, remove from $A_{1}^{\prime \prime}$ all nonneighbours (at most 2) of $z$. Also remove from $A_{1}^{\prime \prime}$ any nonneighbour (other than $x_{1}$ ) of $y_{2}$. There is at least one vertex other than $x_{1}$ left in $A_{1}^{\prime \prime}$; let $y_{1}$ be such a vertex. Let $x_{2}$ be a nonneighbour in $A_{2}$ of $y_{1}$. Then $x_{1}$ and $x_{2}$ are neighbours, as are $y_{1}$ and $y_{2}$, and each pair has as neighbours $v$, all of $B$, all of $A_{1}$ and $A_{2}$, and all of $A_{G}$ except possibly the single vertex allowed to be a nonneighbour of vertices in $A_{1}^{\prime \prime}$. Thus we have our minor.

Finally, consider the case where $d=5$ and $|B|=3$. Let $B=\left\{b_{1}, b_{2}, b_{3}\right\}$ and write $A_{12}$ for the set of those poor vertices whose neighbours in $B$ are $\left\{b_{1}, b_{2}\right\}$, and define $A_{23}$ and $A_{31}$ likewise. Each poor vertex has exactly 2 nonneighbours in $A$; by the above arguments, all edges within $A_{12}$ are present, as are all edges within $A_{23}$ and all edges within $A_{31}$. For some pair of those sets - say $A_{12}$ and $A_{23}$-we will find $x_{12}, y_{12} \in A_{12}$ and $x_{23}, y_{23} \in A_{23}$ such that $x_{12}$ and $x_{23}$ are neighbours; $y_{12}$ and $y_{23}$ are neighbours; $\left\{x_{12}, x_{23}\right\}$ has as neighbours all but at most one vertex; $\left\{y_{12}, y_{23}\right\}$ has as neighbours all but at most one vertex; and, if both those sets do not have as neighbours all of $G$, their nonneighbours (which can only be in $A_{G} \cup A_{31}$ ) are the same. This will yield our minor.

To find those vertices, first observe that there can be no more than 3 poor
vertices with any given pair of nonneighbours in $A_{G}$. Thus there are fewer than $\frac{3}{2}\left|A_{G}\right|^{2}$ poor vertices with both nonneighbours in $A_{G}$. Let $A_{12}^{\prime}, A_{23}^{\prime}$ and $A_{31}^{\prime}$ be the result of removing all such vertices from $A_{12}, A_{23}$ and $A_{31}$ respectively. There are at least $48\left|A_{G}\right|$ vertices left after this removal, so some one of those sets, without loss of generality $A_{12}^{\prime}$, has at least $16\left|A_{G}\right|$ vertices. Each vertex of $A_{12}^{\prime}$ has a nonneighbour in $A_{23}$ or $A_{31}$, so without loss of generality suppose that at least $8\left|A_{G}\right|$ vertices have a nonneighbour in $A_{23}$, letting the set of such vertices be $A_{12}^{\prime \prime}$. Dividing up those vertices according to what nonneighbour, if any, they have in $A_{G}$, we arrive at a subset $A_{12}^{\prime \prime \prime}$ with at least 8 vertices all of which have the same nonneighbour, if any, in $A_{G}$.

Now let $x_{12}$ be any vertex of $A_{12}^{\prime \prime \prime}$, and let $y_{23}$ be a nonneighbour of $x_{12}$ in $A_{23}$. Remove from $A_{12}^{\prime \prime \prime}$ the following vertices: any nonneighbour (other than $x_{12}$ ) of $y_{23}$ (at most 1 vertex); any nonneighbours (other than $x_{12}$ ) of any nonneighbour (other than $y_{23}$ ) of $x_{12}$ in $A_{23}$ (at most 2 vertices); any vertex in $A_{12}$ that shares a nonneighbour in $A_{31}$ with $y_{23}$ (at most 1 vertex); any nonneighbours in $A_{12}$ of any vertex in $A_{23}$ that shares a nonneighbour in $A_{31}$ with $x_{12}$ (at most 2 vertices). At least one vertex other than $x_{12}$ remains in $A_{12}^{\prime \prime \prime}$. Let $y_{12}$ be such a vertex, and let $x_{23}$ be a nonneighbour of $y_{12}$ in $A_{23}$. Then $x_{12}$ and $x_{23}$ are neighbours; $y_{12}$ and $y_{23}$ are neighbours; and each pair has as neighbours $v$, all of $B$, all of $A_{12}$, all of $A_{23}$, all of $A_{31}$ (since we arranged that neither pair could share a nonneighbour in $A_{31}$ ), and all of $A_{G}$ except possibly the one vertex allowed to be a nonneighbour of vertices in $A_{12}^{\prime \prime \prime}$. Thus we have our minor.

Given these results, we can now conclude that a $K_{2, t}$ minor is present in small graphs with the required number of edges.

Theorem 4.9 Let $t$ and $d$ be positive integers, with $d<\max \left\{4, \frac{1}{11} t^{1 / 4}\right\}$. Let
$G$ be a graph of order $t+d$ with more than $\frac{t+1}{2}(|G|-1)$ edges. Then $G$ has a $K_{2, t}$ minor.

Proof If $d<2$ the result is trivial, and if $2 \leq d \leq 3$ it is Lemma 4.5, so suppose $4 \leq d<\frac{1}{11} t^{1 / 4}$ and that the graph has no $K_{2, t}$ minor. Let $G$ have maximum degree $t+s$. If $s>\frac{d-1}{2}$ or $s<\frac{d-3}{2}$, then let $A$ be the set $Y$ of Corollary 4.7 with $X$ empty. Otherwise, let $A$ be the set $Y$ of Lemma 4.8 with $X$ empty.

Now let $t+s^{\prime}$ be the maximum degree in $G$ of any vertex not in $A$. If $s^{\prime}>\frac{d-1}{2}$ or $s^{\prime}<\frac{d-3}{2}$, then let $B$ be the set $Y$ of Corollary 4.7 with $X=A$. Otherwise, let $B$ be the set $Y$ of Lemma 4.8 with $X=A$. Now $A$ and $B$ provide one half of the minor, and their common neighbours the other half.

### 4.4 Large graphs

Lemma 4.10 Let $t>200$ be a positive integer. Let $G$ be a graph with average degree at least $t-3$. Suppose that $G$ has a vertex $v$ with degree at least $t+50(\log t)^{2}$, such that $G-v$ is connected. Suppose that there are at least $(t-3) / 2$ triangles on every edge from $v$. Then $G$ has a $K_{2, t}$ minor. Further, if $d(v) \geq \frac{5}{4}$ t, then $G$ has a $K_{2,1.03 t}$ minor.

Proof Let $v$ have degree $\beta(t-3)$, where $\beta>1$. Every neighbour of $v$ has at least $(t-3) / 2$ neighbours in common with $v$. Thus, if $u$ is any neighbour of $v$, and $w$ is a random neighbour of $v$ (chosen uniformly at random from $\Gamma(v)$ ), we have that $\mathbb{P}(u \notin \Gamma(w)) \leq 1-1 / 2 \beta$. If (for some positive integer $k$ ) $w_{1}, w_{2}$, $\ldots, w_{k}$ are (not necessarily distinct) neighbours of $v$ chosen uniformly and
independently at random from $\Gamma(v)$, and we write $W=\left\{w_{i}: 1 \leq i \leq k\right\}$, then $\mathbb{P}(u \notin \Gamma(W)) \leq(1-1 / 2 \beta)^{k}<\exp (-k / 2 \beta)$.

If $\beta<2$, let $k=\lceil 2 \beta \log (\beta(t-3))\rceil$. Then, for each $u \in \Gamma(v)$, we have $\mathbb{P}(u \notin \Gamma(W))<|\Gamma(v)|^{-1}$. Thus, with positive probability, all vertices of $\Gamma(v)$ are neighbours of some vertex of $W$. Fix some such $W$. If $\beta \geq 2$, let $k=3$. Then $\mathbb{P}(u \notin \Gamma(W)) \leq(1-1 / 2 \beta)^{3}=1-3 / 2 \beta+3 / 4 \beta^{2}-1 / 8 \beta^{3}<$ $1-3 / 2 \beta+3 / 8 \beta=1-9 / 8 \beta$. Thus, with positive probability, $W$ has at least $\frac{9}{8}(t-3)$ neighbours in $\Gamma(v)$. Fix some such $W$.
$G-v$ is connected, so there are some paths in $G-v$ that connect $W$; clearly we may take such paths so that the path from $w_{i}$ to $w_{j}$, if any, does not pass through any other element of $W$. Furthermore, if it contains more than one neighbour of either $w_{i}$ or $w_{j}$, it may be shortened, and if it contains more than two neighbours of some other vertex $w_{\ell} \in W$, then it may be replaced by two paths, from $w_{i}$ to $w_{\ell}$ and from $w_{\ell}$ to $w_{j}$, containing fewer interior vertices in total. Thus we arrive at a set of paths, such that the path from $w_{i}$ to $w_{j}$ contains at most one neighbour of each endpoint and at most two neighbours of each other element of $W$. There need only be $k-1$ paths to form a spanning tree. Add the interior vertices of these paths to $W$ to form $W^{\prime}$. Then $W$ has at most $(k-1)(2 k-2)$ neighbours in $W^{\prime} \backslash W$, so at most $(k-1)(2 k-2)+k<2 k^{2}$ neighbours in $W^{\prime}$.

If $\beta<2$, we now observe that $k<5 \log t$. Thus $W$ has at least $t$ neighbours in $\Gamma(v) \backslash W^{\prime}$, yielding our $K_{2, t}$ minor. If $\beta<2$ but $d(v) \geq \frac{5}{4} t \geq$ $t+50(\log t)^{2}$, then $t>19000$ and $\frac{5}{4} t-2 k^{2}>1.03 t$, yielding our $K_{2,1.03 t}$ minor. If $\beta \geq 2$, observe that $(t-3) / 8-2 k^{2}=t / 8-18-\frac{3}{8}>0.03 t$, so $W$ has at least $1.03 t$ neighbours in $\Gamma(v) \backslash W^{\prime}$.

If instead we had wished to find a $K_{s}+\overline{K_{t}}$ minor in the above lemma, we could have chosen $s-1$ sets of vertices similarly to the set $W$ above, and
made them connected using the linking results of Bollobás and Thomason [4], provided that $\beta$ is not too large.

Lemma 4.11 Let $t>10^{8}$ be a positive integer. Let $G$ be a graph with average degree at least $t+1$, minimum degree at least $(t+1) / 2$, at least $(t-1) / 2$ triangles on every edge, and connectivity at least $150 \log t$. Let $|G| \geq t+300(\log t)^{2}$. Then $G$ has a $K_{2, t}$ minor.

Proof Let $v$ be a vertex of maximum degree. If $d(v) \geq t+50(\log t)^{2}$, the result follows by Lemma 4.10, so we suppose $t+1 \leq d(v)<t+50(\log t)^{2}$. If (with similar notation to the proof of Lemma 4.10) we put $d(v)=\beta(t-1)$, we have $\beta<2$. Put $k=\lceil 2 \beta \log (\beta(t-1))\rceil$. As in that proof, choose $W$ as $k$ vertices taken independently at random from $\Gamma(v)$, and fix some particular $W$ such that all vertices of $\Gamma(v)$ are neighbours of some vertex of $W$. (If this $W$ happens to have fewer than $k$ distinct vertices, add some arbitrary neighbours of $v$ to $W$ to make it up to $k$ vertices.)

Now let $y$ and $z$ be any neighbours in $G-v-W$. Let $X=\Gamma(y) \cap \Gamma(z)$, so that $|X| \geq(t-1) / 2$. Write $Y=\{v, y\}$ and $Z=W \cup\{z\}$. We wish to add some vertices to $Y$ and $Z$ such that each becomes connected. Enumerate $Z$ as $z_{1}, z_{2}, \ldots, z_{k+1}$. The minimum degree of $G$ is sufficient that for each $i$ with $1 \leq i \leq k+1$ we may find $z_{i, 1}$ and $z_{i, 2}$ neighbours of $z_{i}$, all the $z_{i, j}$ being distinct and none of them being $v$ or $y$. Now $k+1<5(\log t)^{2}$, so $G-Z$ is $22(k+1)$-connected, so $(k+1)$-linked in the sense of Definition 6.1, so we may find vertex-disjoint paths from $v$ to $y$ and from $z_{i, 2}$ to $z_{i+1,1}$ for all $i$. This yields a path that may be added to $Y$ to connect it, and paths that may be added to $Z$ to connect that set.

As in the previous proof, we need to ensure that these paths consume few neighbours of the sets to which they are added. In the case of $Y$, the path
may be shortened so that it contains at most one neighbour of each endpoint; letting the augmented set be $Y^{\prime}$, we then see that $Y$ has at most $|Y|+2=4$ neighbours within $Y^{\prime}$. In the case of $Z$, we end up with at most $k$ paths, each containing at most $2 k$ neighbours of vertices of $Z$, and adding these paths to make a set $Z^{\prime}$, so we have that $Z$ has at most $|Z|+2 k^{2}=2 k^{2}+k+1$ neighbours within $Z^{\prime}$.

Now, both $Y^{\prime}$ and $Z^{\prime}$ have as neighbours $\Gamma(v) \cup X$. If the graph does not have the required minor, it follows that $|\Gamma(v) \cup X|-4-\left(2 k^{2}+k+1\right)<t$. Since $|\Gamma(v) \cup X|=|\Gamma(v)|+|X|-|\Gamma(v) \cap X| \geq \frac{3}{2}(t+1)-|\Gamma(v) \cap X|$, we must have $|\Gamma(v) \cap X|>(t-1) / 2-2 k^{2}-k-5>d(v) / 3$. But this means that every vertex of $G-v-\Gamma(v)$ has at least $d(v) / 3$ neighbours in $\Gamma(v)$, so some vertex $u$ of $\Gamma(v)$ has at least $|G-v-\Gamma(v)| / 3$ neighbours in $G-v-\Gamma(v)$. But $|G-v-\Gamma(v)| \geq 250(\log t)^{2}-1$, so $|\Gamma(v) \cup \Gamma(u)-v|>t+80(\log t)^{2}$. Contracting the edge between $v$ and $u$ leaves a graph satisfying the conditions of Lemma 4.10.

To find a $K_{s}+\overline{K_{t}}$ minor above, $s$ vertices could have been chosen in place of $y$ and $z$.

Lemma 4.12 Let $t>10^{29}$ be a positive integer. Let $G$ be a connected graph with more than $\frac{t+1}{2}(|G|-1)$ edges. Then $G$ has a $K_{2, t}$ minor.

Proof We work by induction on $|G|$. Note that $300(\log t)^{2}<\frac{1}{11} t^{1 / 4}$. Thus, if $|G|<t+\frac{1}{11} t^{1 / 4}$, the result follows by Theorem 4.9, and otherwise we have $|G| \geq t+\frac{1}{11} t^{1 / 4}>t+300(\log t)^{2}$.

If $G$ has a vertex with degree less than or equal to $(t+1) / 2$, remove it; if $G$ has an edge on which there are fewer than $t / 2$ triangles, contract it. These operations pass from $G$ to a minor of $G$ with fewer vertices, and
do not decrease $e(G)-\frac{t+1}{2}|G|$. Thus we may suppose that $G$ has minimum degree at least $(t+1) / 2+1$ and at least $t / 2$ triangles on every edge.

If $\kappa(G) \geq 150 \log t$, we are done by Lemma 4.11, so suppose $\kappa(G)<$ $150 \log t$. Let $S$ be a cutset with $|S|=\kappa(G)$.

If $\kappa(G)=1$, let $X$ be some component of $G-S$. Both $G-X$ and $G[X \cup S]$ are minors of $G$ with fewer vertices; if neither satisfies the conditions of the theorem, observe that together they have $e(G)$ edges, so that $e(G) \leq$ $\frac{t+1}{2}(|G-X|-1+|X \cup S|-1)=\frac{t+1}{2}(|G|-1)$, a contradiction. Thus one of $G-X$ and $G[X \cup S]$ satisfies the conditions of the theorem.

It remains to consider the case of $2 \leq \kappa(G)<150 \log t$. In this case, we may assume that $\Delta(G)<t+50(\log t)^{2}$, since otherwise we may apply Lemma 4.10. If $X$ is any component of $G-S$, and neither $G-X$ nor $G[X \cup S]$ satisfy the conditions of the theorem, we must have $e(G-X) \leq \frac{t+1}{2}(\mid G-$ $X \mid-1)$ and $e(G[X \cup S]) \leq \frac{t+1}{2}(|X \cup S|-1)$. But then

$$
\begin{aligned}
e(G[X]) & \geq e(G)-e(G-X)-|S||X| \\
& \geq \frac{t+1}{2}(|G|-1)+1-\frac{t+1}{2}(|G-X|-1)-|S||X| \\
& =\left(\frac{t+1}{2}-|S|\right)|X|+1 \\
& >\left(\frac{t+1}{2}-150 \log t\right)|X|,
\end{aligned}
$$

for all components $X$ of $G-S$. Each graph $G[X]$ must also have minimum degree at least $(t+1) / 2-150 \log t$ and at least $t / 2-150 \log t$ triangles on every edge.

Now let $u$ and $v$ be two vertices of $S$. We will find disjoint subsets $U$ and $V$ of $X$ such that $G[U \cup\{u\}]$ and $G[V \cup\{v\}]$ are connected and $U \cup\{u\}$ and $V \cup\{v\}$ have at least $t / 2$ common neighbours in $X-U-V$. Since $G-S$ has at least two components, we can then do the same with another component (with the same $u$ and $v$ ) to find our minor.

Suppose $x$ and $y \in X$ are neighbours. Then, by 2-connectivity, $G[X \cup$ $\{u, v\}]$ has two vertex-disjoint paths from $\{u, v\}$ to $\{x, y\}$; without loss of generality, suppose that these paths are from $u$ to $x$ and from $v$ to $y$. The path from $u$ to $x$ may be supposed to contain just one neighbour of $x$; that from $v$ to $y$ may be supposed to contain just one neighbour of $y$. Suppose we put the path from $u$ to $x$ in $U$, and that from $v$ to $y$ in $V$. Consider the common neighbours of $x$ and $y$ in $X$. At most one is in $U$, and at most one is in $V$. If they have as many as $t / 2+2$ common neighbours in $X$, we have our minor, so suppose that $\left|\Gamma_{X}(x) \cap \Gamma_{X}(y)\right| \leq t / 2+1$. This argument applies for any pair of neighbours in $X$, so we may suppose this inequality applies for all such pairs of neighbours.

If $\left|\Gamma_{X}(x)\right|+\left|\Gamma_{X}(y)\right|>15 t / 8$, then $\left|\Gamma_{X}(x) \cup \Gamma_{X}(y) \backslash\{x, y\}\right|=\left|\Gamma_{X}(x)\right|+$ $\left|\Gamma_{X}(y)\right|-\left|\Gamma_{X}(x) \cap \Gamma_{X}(y)\right|-2>11 t / 8-3$. Contracting the edge $x y$, and contracting all components of $G-S$ other than $X$ into $S$, we may then apply Lemma 4.10 to find a $K_{2,1.03(t-1000 \log t)}$ minor. Since $1.03(t-1000 \log t)>t$, we may now suppose that $\left|\Gamma_{X}(x)\right|+\left|\Gamma_{X}(y)\right| \leq 15 t / 8$ for all $x, y$ neighbours in $X$.
$G[X]$ has average degree at least $t+1-300 \log t$; that is, $2 e(G[X])=$ $\sum_{x \in X} d_{X}(x) \geq(t+1-300 \log t)|X|$. It follows that $\sum_{x \in X} d_{X}(x)^{2} \geq(t+$ $1-300 \log t)(2 e(G[X]))$. But $\sum_{x \in X} d_{X}(x)^{2}=\frac{1}{2} \sum_{x \in X} \sum_{y \in \Gamma_{X}(x)}\left(d_{X}(x)+\right.$ $\left.d_{X}(y)\right) \leq \frac{15}{16} \sum_{x \in X} \sum_{y \in \Gamma_{X}(x)} t=\frac{15}{16} t(2 e(G[X]))$, a contradiction given the lower bound on $t$.

To find a $K_{s}+\overline{K_{t}}$ minor above in an $s$-connected graph, paths would be taken from the cutset to more vertices than just $x$ and $y$.

Of course, if $G$ is not connected, we may just take some connected component of $G$ with sufficiently many edges. We thus obtain the following result, which (considering the lower bound of Theorem 4.3) is best possible
for $|G| \equiv 1 \quad(\bmod t)$.

Theorem 4.13 Let $t>10^{29}$ be a positive integer. Let $G$ be a graph with more than $\frac{t+1}{2}(|G|-1)$ edges. Then $G$ has a $K_{2, t}$ minor.

We now return to the more general problem of $K_{s, t}$ and $K_{s}+\overline{K_{t}}$ minors. Even for $s=3$, we have no results better than the average degree $O(t \sqrt{\log t})$ that forces a $K_{s+t}$ minor, and so a $K_{s, t}$ minor. None of the methods of Section 4.3 apply to these more general minors. Many of the methods of Section 4.4 do apply more generally, but significant extra arguments would be needed to obtain useful results this way. For example, Lemma 4.10 can readily be extended if $\beta$ is small, but when $\beta$ is large there seems to be no simple way to apply it to $K_{s, t}$ minors for $s>2$.

## Chapter 5

## Graphs without large complete minors

### 5.1 Introduction

Recall from Chapter 1 that Fernandez de la Vega [18] noticed from Bollobás, Catlin and Erdős [2] (see below) that random graphs are good examples of graphs with high average degree but no large complete minor. Kostochka [29, 30] showed that they are within a constant factor of being optimal. More recently, Thomason [64] essentially determined the extremal function for complete minors $K_{t}$ in terms of the average degree, as $t \rightarrow \infty$ : if we define

$$
c(t)=\min \left\{c: e(G) \geq c|G| \text { implies } K_{t} \prec G\right\}
$$

then $c(t)$ exists and he showed that $c(t)=(\alpha+o(1)) t \sqrt{\log t}$, where $\alpha=$ $0.3190863431 \ldots$ is an explicit constant; or, equivalently, that the minimum average degree guaranteeing a $K_{t}$ minor is $(2 \alpha+o(1)) t \sqrt{\log t}$.

Bollobás, Catlin and Erdős [2] showed that the largest $K_{t}$ minor in a
random graph $\mathcal{G}(n, p)$ has

$$
t=(1+o(1)) \frac{n}{\sqrt{\log _{1 / q} n}}
$$

where $q=1-p$. Choosing $q=\lambda=0.2846681370 \ldots$, another explicit constant, and $n=t \sqrt{\log _{1 / \lambda}}$, gives examples of graphs with average degree $(2 \alpha+o(1)) t \sqrt{\log t}$ and no $K_{t}$ minor. Examples with the same average degree and larger order are then constructed by taking many disjoint copies of $\mathcal{G}(n, 1-\lambda)$.

Thomason's proof in [64] therefore consists of showing that a graph (not necessarily random) of average degree greater than $(2 \alpha+o(1)) t \sqrt{\log t}$ must have a $K_{t}$ minor. Having proved this, he then claimed at the end of the paper, with an outline proof, that any extremal graph (that is, a graph with average degree $(2 \alpha+o(1)) t \sqrt{\log t}$ and no $K_{t}$ minor) is essentially the example given above: that (save for a few edges) it consists of a disjoint union of quasirandom graphs of the order and density given above. Here 'quasi-random' is used in the sense of Chung, Graham and Wilson [9] or Thomason [61]: that is, that every induced subgraph of order $|G| / 2$ (or more generally $c|G|$ for any constant $0<c<1$ ) has essentially the same density.

Sós asked a more general question about complete minors and quasirandomness. It is sometimes the case that quasi-random graphs contain larger minors than the corresponding random graphs; examples are given by Thomason [63], and indeed the problem, raised by Mader, of explicitly presenting graphs without large complete minors remains open. Sós asked whether, however, the converse might be true: that if a graph of order $n$ and density $p$ had no complete minor larger than that in a random graph $\mathcal{G}(n, p)$, would the graph then necessarily be quasi-random?

At first sight, the outline argument in Section 7 of [64] would appear to be usable to address Sós's question. The relevant part of the argument
is, essentially, that if $G$ is of maximal density having no $K_{t}$ minor, then no subgraph of order $(1-\epsilon)|G|$ can have density much greater than that of $G$, or it would have a larger minor than that found in the whole of $G$. Thus $G$ is quasi-random. (This uses a stronger result that a (reasonably connected) graph of density $p$ has Hadwiger number at least that of a random graph of that density, to within a factor of $1+o(1)$.) This argument is, however, flawed on two counts: first, if the argument is quantified properly, using the method and results of [61], it turns out that the minor in the subgraph is not quite as large as is required; and second, the argument does not rule out the possibility of graphs $G$ with very sparse subgraphs, and there are non-quasirandom graphs (such as some bipartite graphs) that have no large subgraph with significantly larger density than the original graph, but do have a few large subgraphs with significantly smaller density.

In this chapter, our purpose is to answer Sós's question; and at the same time, our results provide enough information to fill in the gaps in Thomason's argument.

The answer to Sós's question turns out to depend on the density and connectivity of $G$. A graph $G$ of order $n$ and density $p$ that is not quasirandom will have a complete minor larger than that of a random graph $\mathcal{G}(n, p)$ if $p$ is large (including $p \geq \frac{1}{2}$ ), and the same result holds for smaller $p$ provided that $G$ has moderate connectivity. Otherwise, if both the density and the connectivity are small, the assertion may fail; for example, the disjoint union of two $\mathcal{G}\left(n / 2, \frac{1}{2}\right)$ random graphs has order $n$ and density $\frac{1}{4}$ but does not have a complete minor as large as that of $\mathcal{G}\left(n, \frac{1}{4}\right)$.

The following notation will be useful in this chapter. Given a graph $G$ whose vertex set is partitioned into two disjoint subsets $X, Y$, we define the
three densities

$$
p_{X}=\frac{e(X)}{\binom{|X|}{2}}, \quad p_{X Y}=\frac{e(X, Y)}{|X||Y|}, \quad p_{Y}=\frac{e(Y)}{\binom{|Y|}{2}}
$$

where $e(X), e(Y)$ and $e(X, Y)$ are respectively the number of edges of $G$ spanned by $X$, spanned by $Y$ and joining $X$ to $Y$. We likewise put $q_{X}=$ $1-p_{X}, q_{X Y}=1-p_{X Y}$ and $q_{Y}=1-p_{Y}$. It is the principal feature of quasi-random graphs that, for every $X$ of given order, the value of $p_{X}$ differs little from $p$, the density of $G$ itself, which of course implies that all of $p_{X}$, $p_{X Y}$ and $p_{Y}$ are close to $p$.

A precise statement of the answer to Sós's question can now be given. This involves a constant

$$
p_{0}=\frac{1}{3}(4+\sqrt[3]{3 \sqrt{33}-17}-\sqrt[3]{3 \sqrt{33}+17})=0.4563109873 \ldots
$$

which is the real root of $x^{3}-4 x^{2}+6 x-2=0$; and $q_{0}=1-p_{0}$ is the real root of $x^{3}+x^{2}+x-1=0$. (This arises from the inequality $q^{4}-2 q+1=$ $(q-1)\left(q^{3}+q^{2}+q-1\right)>0$; as long as this inequality holds, a random graph on half the vertices with twice the density will have a larger minor than a random graph on all the vertices, but when $q>q_{0}$ such a random graph on half the vertices will have a smaller minor, and the extremal graphs become the graphs made up of multiple disjoint random graphs with a few extra edges, described above, rather than being themselves random graphs.)

Theorem 5.1 Given $\epsilon>0$ there exist $\delta>0$ and $N$ such that the following assertion holds.

Let $G$ be a graph of order $n>N$ and edge density $p$, where $\epsilon<p<1-\epsilon$. Suppose that $G$ has a vertex partition $(X, Y)$ with $|X|=|Y|$ such that at least one of $\left|p_{X}-p\right|,\left|p_{X Y}-p\right|$ and $\left|p_{Y}-p\right|$ exceeds $\epsilon$. Suppose that either

$$
\begin{equation*}
p>p_{0}+\epsilon \tag{5.1}
\end{equation*}
$$

or

$$
\begin{equation*}
\kappa(G) \geq n(\log \log \log n) /(\log \log n) . \tag{5.2}
\end{equation*}
$$

Then $G$ contains a $K_{t}$ minor for

$$
t>(1+\delta) \frac{n}{\sqrt{\log _{1 / q} n}}
$$

(where, as usual, $q=1-p$ ).

Roughly, this states that a non-quasi-random graph has a minor larger than a corresponding random graph provided that one of the conditions (5.1) or (5.2) holds.

In fact, provided we consider only graphs of reasonably connectivity (5.2), we can make a much more precise statement about the minimum order of a complete minor.

Let $G$ be a graph of order $n$ with a vertex partition $(X, Y)$, where $|X|=$ $\alpha|G|$. Let $q_{X}, q_{X Y}, q_{Y}$ be as above. Let $p=1-q$ be the density of $G$. Then, if $n$ is large, we have essentially

$$
q=\alpha^{2} q_{X}+(1-\alpha)^{2} q_{Y}+2 \alpha(1-\alpha) q_{X Y}
$$

Consider now a constrained random graph $G^{\prime}$ of order $n$ with a fixed vertex partition $(X, Y)$, where the edges are chosen independently and at random, with probabilities $p_{X}$ inside $X, p_{X Y}$ between $X$ and $Y$ and $p_{Y}$ inside $Y$. It is straightforward to adapt the arguments of Bollobás, Catlin and Erdős [2] to show that the maximum order of a complete minor in this constrained random graph is

$$
(1+o(1)) \frac{n}{\sqrt{\log _{1 / q_{*}} n}}
$$

where

$$
q_{*}=q_{X}{ }^{\alpha^{2}} q_{Y}{ }^{(1-\alpha)^{2}} q_{X Y}{ }^{2 \alpha(1-\alpha)} ;
$$

we saw in Section 2.3 that this is an upper bound on the Hadwiger number of such graphs. Taking logarithms and applying Jensen's inequality [26, 27], we see that

$$
q \geq q_{*}
$$

with equality if and only if $q_{X}=q_{Y}=q_{X Y}$.
The following theorem shows that our graph $G$ with its given partition will have a complete minor at least as large as found in the corresponding constrained random graph $G^{\prime}$, provided that $G$ has reasonable connectivity.

Theorem 5.2 Let $0<\epsilon<1$. Then there exists $N$ such that the following assertion holds.

Let $G$ be a graph of order $n>N$, with vertex partition $(X, Y)$ as above, $|X|=\alpha n$, where $\epsilon<\alpha<1-\epsilon$. Let $q_{X}, q_{Y}, q_{X Y}$ and $q_{*}$ be defined as above, and suppose $\epsilon<q_{X}, q_{Y}, q_{X Y} \leq 1$ and $q_{*}<1-\epsilon$. Suppose $\kappa(G) \geq$ $n(\log \log \log n) /(\log \log n)$. Then $G \succ K_{s}$, where

$$
s=\left\lceil(1-\epsilon) \frac{n}{\sqrt{\log _{1 / q_{*}} n}}\right\rceil .
$$

This theorem is an extension of Theorem 4.1 of Thomason [64]; that theorem gives

$$
s \geq(1-\epsilon) \frac{n}{\sqrt{\log _{1 / q} n}}
$$

when $G$ has density $p$ and reasonable connectivity; that theorem follows from Theorem 5.2 because $q \geq q_{*}$. The same inequality also means that Theorem 5.2 implies Theorem 5.1 for graphs of reasonable connectivity, except for extreme values of the parameters.

Much of this chapter is based on work published in Combinatorics, Probability and Computing as [39].

### 5.2 Outline of the proofs

We prove Theorem 5.2 first; then from it we derive Theorem 5.1. To prove Theorem 5.2, we must partition $V(G)$ into $s$ parts $W_{1}, \ldots, W_{s}$, such that each $G\left[W_{i}\right]$ is connected and there is an edge in $G$ between each $W_{i}$ and $W_{j}$. The critical aspect is finding a partition that ensures that there are edges between each pair of parts of the minor; if such edges exist, the parts can be made connected, provided that $G$ itself is reasonably connected.

For the case considered in Thomason [64], where all that is known about $G$ is its density $p$ (and that $G$ is reasonably connected, where appropriate), that paper gives an argument for constructing a partition with the desired properties. The principal feature is to order the vertices of $G$ by degree and to use this ordering to take a suitably constrained random partition.

At first sight it would appear that to extend this argument to the present case, where the existing partition $(X, Y)$ and the densities $p_{X}, p_{Y}$ and $p_{X Y}$ must be taken into account, would require a two-dimensional partial ordering of vertices by degrees to both $X$ and $Y$; but such an argument is not strong enough to yield the required results. Nevertheless, somewhat surprisingly, it turns out that the argument can be adapted to the present case after all; although ordering the vertices by degree is not appropriate, there is a suitable function on the vertices which provides a single linear order that will work. Having found this ordering, the argument then follows somewhat similar lines to those of Thomason's proof of Theorem 4.1 in [64].

Having proved Theorem 5.2, Theorem 5.1 is derived as follows: either $G$ is reasonably connected, in which case the result is immediate, or $G$ has a very small cutset (and we require $q<q_{0}$ to go any further). If this cutset splits the graph into reasonably sized parts (each with at least $\frac{1}{50}$ of the vertices), we show that (for $q<q_{0}$ ) one of these parts is sufficiently much denser than
the original graph that it would be expected to have a larger minor than a random graph of the same order and density as the original graph. If small cutsets only cut small numbers of vertices off the graph, we remove vertices of small degree; either only a few of them exist, so after removing them the resulting graph cannot have small parts cut off by small cutsets, or many exist, and after removing enough of them the resulting graph has a larger density. We iterate this process a bounded number of times, if necessary, ending up at a graph of large connectivity and with a large complete minor, and so deduce Theorem 5.1 using Theorem 5.2.

### 5.3 Proof of Theorem 5.2

We define a complete equipartition of $G$ to be a partition of $V(G)$ into disjoint parts $W_{1}, \ldots, W_{k}$, such that $G$ contains an edge from $W_{i}$ to $W_{j}$ for all $1 \leq i<j \leq k$ and such that $\lfloor|G| / k\rfloor \leq\left|W_{i}\right| \leq\lceil|G| / k\rceil$ for all $i$. The following lemma lies at the heart of this chapter.

Lemma 5.3 Let $G$ be a graph of order $n$ with $\alpha, X, Y, q, q_{X}, q_{Y}, q_{X Y}, q_{*}$ as above. Let $\ell, s \geq 2$ be integers with $n=s \ell$ and $\ell \alpha$ an integer, $\alpha \ell \geq 2$, $(1-\alpha) \ell \geq 2$. Then $G$ contains a complete equipartition into at least

$$
s-\frac{4 s}{\omega \eta}-2 s^{2}(18 \omega)^{\ell}\left[\frac{q_{*}}{1-\eta}\right]^{(1-\eta) \ell(\ell-\max \{1 / \alpha, 1 /(1-\alpha)\})}
$$

parts, for every $0<\eta \leq 1-q_{X}{ }^{\alpha} q_{X Y}{ }^{(1-\alpha)}, 1-q_{Y}{ }^{(1-\alpha)} q_{X Y}{ }^{\alpha}$ and $\omega \geq 1$.

Proof For a vertex $v \in V(G)$ we define $Q(v ; X)=\{x \in X \backslash\{v\}: v x \notin$ $E(G)\}$, the set of nonneighbours of $v$ (other than $v$ itself) within $X$, and $Q(v ; Y)=\{y \in Y \backslash\{v\}: v y \notin E(G)\}$, the set of nonneighbours of $v$ (other than $v$ itself) in $Y$. Also put $Q(v)=Q(v ; X) \cup Q(v ; Y)$. For $W \subset V(G)$, put
$N(W)=\{u \in V(G): W \subset Q(u)\}$. Let

$$
\begin{gathered}
q(v ; X)=|Q(v ; X)| /(\alpha n-1), \\
q(v ; Y)=|Q(v ; Y)| /((1-\alpha) n-1) .
\end{gathered}
$$

Put

$$
r(v)=q(v ; X)^{\alpha \ell} q(v ; Y)^{(1-\alpha) \ell} .
$$

Then order the vertices of $X$ as $x_{1}, \ldots, x_{\alpha n}$ in order of increasing $r\left(x_{i}\right)$, and similarly order the vertices of $Y$ as $y_{1}, \ldots, y_{(1-\alpha) n}$ in order of increasing $r\left(y_{i}\right)$.

Now define blocks $B_{j}^{X}=\left\{x_{i}:(j-1) s<i \leq j s\right\}$ for $1 \leq j \leq \alpha \ell$, and $B_{j}^{Y}=\left\{y_{i}:(j-1) s<i \leq j s\right\}$ for $1 \leq j \leq(1-\alpha) \ell$. Independently and uniformly choose random permutations $\beta_{j}^{X}, \beta_{j}^{Y}$ of the blocks, and so induce a random partition of $V(G)$ into $s$ parts $W_{t}=\left\{x_{\beta_{j}^{X}(t)}: 1 \leq j \leq \alpha \ell\right\} \cup\left\{y_{\beta_{j}^{Y}(t)}\right.$ : $1 \leq j \leq(1-\alpha) \ell\}, 1 \leq t \leq s$.

Let $S^{X} \subset X, S^{Y} \subset Y, S=S^{X} \cup S^{Y}$. Then, for $W$ one of the random parts,

$$
\begin{aligned}
\mathbb{P}(W \subset S) & =\prod_{j=1}^{\alpha \ell} \frac{\left|S^{X} \cap B_{j}^{X}\right|}{s} \prod_{j=1}^{(1-\alpha) \ell} \frac{\left|S^{Y} \cap B_{j}^{Y}\right|}{s} \\
& \leq\left[\frac{1}{\alpha \ell} \sum_{j=1}^{\alpha \ell} \frac{\left|S^{X} \cap B_{j}^{X}\right|}{s}\right]^{\alpha \ell}\left[\frac{1}{(1-\alpha) \ell} \sum_{j=1}^{(1-\alpha) \ell} \frac{\left|S^{Y} \cap B_{j}^{Y}\right|}{s}\right]^{(1-\alpha) \ell} \\
& =\left[\frac{\left|S^{X}\right|}{\alpha n}\right]^{\alpha \ell}\left[\frac{\left|S^{Y}\right|}{(1-\alpha) n}\right]^{(1-\alpha) \ell},
\end{aligned}
$$

using the $\mathrm{AM} / \mathrm{GM}$ inequality.
For $S=Q\left(x_{i}\right)$, we have

$$
\mathbb{P}\left(x_{i} \in N(W)\right)=\mathbb{P}(W \subset S) \leq q\left(x_{i} ; X\right)^{\alpha \ell} q\left(x_{i} ; Y\right)^{(1-\alpha) \ell}=r\left(x_{i}\right)
$$

Similarly, $\mathbb{P}\left(y_{i} \in N(W)\right) \leq r\left(y_{i}\right)$. By the ordering of vertices chosen,

$$
\mathbb{E}\left(\left|B_{j}^{X} \cap N(W)\right|\right) \leq s r\left(x_{j s}\right),
$$

and

$$
\mathbb{E}\left(\left|B_{j}^{Y} \cap N(W)\right|\right) \leq \operatorname{sr}\left(y_{j s}\right)
$$

Say that $W$ rejects a block $B_{j}^{X}\left(\right.$ respectively $\left.B_{j}^{Y}\right)$ if $\left|B_{j}^{X} \cap N(W)\right|>\omega s r\left(x_{j s}\right)$ (respectively $\left|B_{j}^{Y} \cap N(W)\right|>\omega s r\left(y_{j s}\right)$ ), so that $W$ rejects a given block with probability at most $1 / \omega$; put $R^{X}(W)=\left\{j<\alpha \ell: W\right.$ rejects $\left.B_{j}^{X}\right\}$ and $R^{Y}(W)=\left\{j<(1-\alpha) \ell: W\right.$ rejects $\left.B_{j}^{Y}\right\}$, so $\mathbb{E}\left(\left|R^{X}(W)\right|\right) \leq(\alpha \ell-1) / \omega$ and $\mathbb{E}\left(\left|R^{Y}(W)\right|\right) \leq((1-\alpha) \ell-1) / \omega$. Call a random part $W$ acceptable if $\left|R^{X}(W)\right|<\eta(\alpha \ell-1)$ and $\left|R^{Y}(W)\right|<\eta((1-\alpha) \ell-1)$, so

$$
\mathbb{P}(W \text { is not acceptable })<2 / \omega \eta \text {. }
$$

Now let $W$ be some acceptable part; put $M^{X}(W)=\{1, \ldots, \alpha \ell-1\} \backslash$ $R^{X}(W), M^{Y}(W)=\{1, \ldots,(1-\alpha) \ell-1\} \backslash R^{Y}(W), m^{X}=\left|M^{X}(W)\right| \geq$ $(1-\eta)(\alpha \ell-1)$ and $m^{Y}=\left|M^{Y}(W)\right| \geq(1-\eta)((1-\alpha) \ell-1)$. Let $W^{\prime}$ be another random part and let $P_{W}$ be the probability, conditional on $W$, of there being no edge from $W^{\prime}$ to $W$. Then we have

$$
\begin{aligned}
P_{W} & =\mathbb{P}\left(W^{\prime} \subset N(W) \mid W\right) \\
& \leq \prod_{j \in M^{X}(W)} \frac{\omega s r\left(x_{j s}\right)}{s-1} \prod_{j \in M^{Y}(W)} \frac{\omega s r\left(y_{j s}\right)}{s-1} \\
& <(2 \omega)^{\ell} \prod_{j \in M^{X}(W)} r\left(x_{j s}\right) \prod_{j \in M^{Y}(W)} r\left(y_{j s}\right) .
\end{aligned}
$$

Now, we have

$$
\begin{aligned}
{\left[\prod_{j \in M^{X}(W)} r\left(x_{j s}\right)^{1 / \ell}\right]^{1 / m^{X}} } & \leq \frac{1}{m^{X}} \sum_{j \in M^{X}(W)} r\left(x_{j s}\right)^{1 / \ell} \\
& =\frac{1}{m^{X}} \sum_{j \in M^{X}(W)} q\left(x_{j s} ; X\right)^{\alpha} q\left(x_{j s} ; Y\right)^{(1-\alpha)} \\
& \leq \frac{1}{m^{X} s} \sum_{i=1}^{\alpha n} q\left(x_{i} ; X\right)^{\alpha} q\left(x_{i} ; Y\right)^{(1-\alpha)}
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{1}{m^{X} S}\left[\sum_{i=1}^{\alpha n} q\left(x_{i} ; X\right)\right]^{\alpha}\left[\sum_{i=1}^{\alpha n} q\left(x_{i} ; Y\right)\right]^{(1-\alpha)} \\
& =\frac{\alpha n q_{X}^{\alpha} q_{X Y}^{(1-\alpha)}}{m^{X}} \\
& \leq \frac{q_{X}^{\alpha} q_{X Y}{ }^{(1-\alpha)}}{1-\eta} \times \frac{\alpha \ell}{\alpha \ell-1}
\end{aligned}
$$

(using Hölder's inequality [24]) and likewise

$$
\left[\prod_{j \in M^{Y}(W)} r\left(y_{j s}\right)^{1 / \ell}\right]^{1 / m^{Y}} \leq \frac{q_{Y}^{(1-\alpha)} q_{X Y}{ }^{\alpha}}{1-\eta} \times \frac{(1-\alpha) \ell}{(1-\alpha) \ell-1}
$$

whence

$$
\begin{aligned}
P_{W} \leq & (2 \omega)^{\ell}\left[\frac{q_{X}^{\alpha} q_{X Y}{ }^{(1-\alpha)}}{1-\eta} \times \frac{\alpha \ell}{\alpha \ell-1}\right]^{\ell m^{X}} \\
& \times\left[\frac{q_{Y}{ }^{(1-\alpha)} q_{X Y}{ }^{\alpha}}{1-\eta} \times \frac{(1-\alpha) \ell}{(1-\alpha) \ell-1}\right]^{\ell m^{Y}} \\
\leq & (18 \omega)^{\ell}\left[\frac{q_{*}}{1-\eta}\right]^{(1-\eta) \ell(\ell-\max \{1 / \alpha, 1 /(1-\alpha)\})} \\
= & P
\end{aligned}
$$

say.
Now, we have a partition with at most $4 s / \omega \eta$ unacceptable parts and at most $2 s^{2} P$ defective pairs of acceptable parts with no edge between them. Remove each unacceptable part, and one part from each defective pair. This yields an equipartition of part of the graph into the required number of parts, and the remaining vertices may then be distributed among those parts.

We now convert this lemma into a more usable form.
Lemma 5.4 Let $0<\epsilon<1$. Then there exists $N$ such that the following assertion holds.

Let $G$ be a graph of order $n>N$, with vertex partition $(X, Y),|X|=\beta n$, where $\epsilon<\beta<1-\epsilon$. Let $\epsilon<q_{X}, q_{Y}, q_{X Y}$ and $q_{*}<1-\epsilon$. Then $G$ has $a$ complete equipartition into at least $(1-\epsilon) n / \sqrt{\log _{1 / q_{*}} n}$ parts.

Proof Suppose $n$ large (sufficiently large for all the parts of this proof to work). Put $d=\lfloor\sqrt{n}\rfloor$. We apply Lemma 5.3 with $\alpha=\lfloor d \beta\rfloor / d, \ell=$ $d\left\lceil(1 / d)(1+\epsilon / 2) \sqrt{\log _{1 / q_{*}} n}\right\rceil, s=\lfloor n / \ell\rfloor, \eta=\epsilon\left(1-q_{*}\right) / 8$ and $\omega=128 / \epsilon^{2}(1-$ $\left.q_{*}\right)$. We lose a few vertices from $G$ in the conversion to integer $s$ and $\ell$, but only $O\left(\sqrt{\log _{1 / q_{*}} n}\right)<\epsilon^{3} n$ of them, so the effect on the $n$ and $q_{*}$ used in Lemma 5.3 is insignificant.

We have $s>(1-\epsilon / 2) n / \sqrt{\log _{1 / q_{*}} n}$, so it will suffice to show that each of the terms subtracted from $s$ in the statement of Lemma 5.3 is at most $\epsilon s / 4$; this holds for the first term by choice of $\eta$ and $\omega$. For the second, we have $\ell(\ell-\max \{1 / \alpha, 1 /(1-\alpha)\})>(1+\epsilon) \log _{1 / q_{*}} n$, and since $\eta<\epsilon / 8$ we have $(1-\eta) \ell(\ell-\max \{1 / \alpha, 1 /(1-\alpha)\})>(1+3 \epsilon / 4) \log _{1 / q_{*}} n$. Also, $\log (1 /(1-\eta))=$ $-\log (1-\eta)<2 \eta=\epsilon\left(1-q_{*}\right) / 4$ since $\eta<\frac{1}{8}$; and $1-q_{*}<\log \left(1 / q_{*}\right)$, so $\log (1 /(1-\eta))<(\epsilon / 4) \log \left(1 / q_{*}\right)$; thus $\log \left(q_{*} /(1-\eta)\right)<(\epsilon / 4-1) \log \left(1 / q_{*}\right)$. Thus,

$$
\begin{aligned}
2 s^{2}(18 \omega)^{\ell} & {\left[\frac{q_{*}}{1-\eta}\right]^{(1-\eta) \ell(\ell-\max \{1 / \alpha, 1 /(1-\alpha)\})} } \\
\quad \leq & s \exp \left[\log n+\ell \log \left(2304 / \epsilon^{2}\left(1-q_{*}\right)\right)-(1+3 \epsilon / 4)(1-\epsilon / 4) \log n\right] \\
\quad \leq & s \exp \left[2 \sqrt{\log _{1 / q_{*}} n} \log \left(2304 / \epsilon^{2}\left(1-q_{*}\right)\right)-(\epsilon / 4) \log n\right] \\
\leq & s \exp \left[2 \sqrt{(\log n) /\left(1-q_{*}\right)} \log \left(2304 / \epsilon^{2}\left(1-q_{*}\right)\right)-(\epsilon / 4) \log n\right] \\
\quad< & \epsilon S / 4
\end{aligned}
$$

for $n$ large, given the bounds on $q_{*}$.

We now use this result to find complete minors in dense graphs. We use the results of Section 3.2.

Proof of Theorem 5.2 Assume throughout that $n$ is large. By Lemma 3.4, for any $u, v \in V(G), u$ and $v$ are joined in $G$ by at least $\kappa^{2} / 4 n$ internally
disjoint paths with length at most

$$
h=2(\log \log n) /(\log \log \log n) ;
$$

let $P_{u, v}$ be the set of such paths.
Let $r=1 /(\log \log \log n)$ and select vertices independently and at random with probability $r$ from $V(G)$, forming a set of vertices $C$, where $|C|<2 r n$ with probability at least $\frac{1}{2}$. Using Lemma 3.3, the probability that a given vertex $v \in G$ of degree $d(v)$ has more than $\epsilon d(v) / 6$ neighbours within $C$ is less than $1 / n^{2}$. For given $u, v \in V(G), C$ contains all the internal vertices of some given path in $P_{u, v}$ with probability at least $r^{h}$, independently for each such path; and $r^{h}>(\log n)^{-1 / 6}$, so $r^{h}\left|P_{u, v}\right| / 2>n /(\log n)^{1 / 3}$. Again using Lemma3.3, we conclude that the probability that fewer than $r^{h}\left|P_{u, v}\right| / 2$ paths of $P_{u, v}$ lie entirely within $C$ is less than $1 / n^{3}$; so there is some set $C$ (which we now fix) with $|C|<2 r n$, with every vertex $v$ of $G$ having at most $\epsilon d(v) / 6$ neighbours inside $C$, and, for every pair $u, v$ of vertices of $G$, with at least $n /(\log n)^{1 / 3}$ internally disjoint paths from $u$ to $v$ with length at most $h$ whose internal vertices lie within $C$.

Similarly, choose a random subset $D$ of $V(G) \backslash C$, choosing each vertex with probability $r$. With probability at least $\frac{1}{2}$ we have $|D|<2 r n$; any given vertex $v$ has at least $d(v) / 2 \geq \kappa / 2$ neighbours outside $C$ and the probability that more than $\epsilon d(v) / 6$ of these or fewer than $r \kappa / 4$ of these lie in $D$ is at most $1 / n^{2}$; so we may fix $D$ such that every vertex $v$ has between $r \kappa / 4$ and $\epsilon d(v) / 6$ neighbours in $D$.

Now consider the graph $G-C-D$, and apply Lemma 5.4 to it with parameter $\epsilon / 8$. Each of $q_{X}, q_{Y}, q_{X Y}$ has changed by at most $\epsilon^{2} / 10$, so we may find a complete equipartition of $G-C-D$ into $s$ parts, say $W_{1}^{\prime}, \ldots, W_{s}^{\prime}$. Now $G, K_{s}, C$ and $D$ satisfy the conditions of Lemma 3.2, so by that result we have our minor.

### 5.4 Proof of Theorem 5.1

From now on, we aim only for minors of order $(1+\delta) n / \sqrt{\log _{1 / q} n}$, not for stronger results involving $q_{*}$. Theorem 5.2 now yields Theorem 5.1 in the well-connected case.

Lemma 5.5 Let $\epsilon>0$ be given. Then there exist $\delta>0$ and $N$ such that the following assertion holds.

Let $G$ be a graph of order $n>N$ and edge density $p$, where $\epsilon<p<$ $1-\epsilon$. Suppose that $G$ has a vertex partition $(X, Y)$ with $|X|=|Y|$, such that at least one of $\left|p_{X}-p\right|,\left|p_{X Y}-p\right|$ and $\left|p_{Y}-p\right|$ exceeds $\epsilon$. Suppose that $\kappa(G) \geq n(\log \log \log n) /(\log \log n)$. Then $G$ contains a $K_{t}$ minor for $t>(1+\delta) n / \sqrt{\log _{1 / q} n}$ (where, as usual, $q=1-p$ ).

Proof Since $\log q=\log \left(\alpha^{2} q_{X}+2 \alpha(1-\alpha) q_{X Y}+(1-\alpha)^{2} q_{Y}\right)$ and $\log q_{*}=$ $\alpha^{2} \log q_{X}+2 \alpha(1-\alpha) \log q_{X Y}+(1-\alpha)^{2} \log q_{Y}$, we can, by considering the graph of $\log x$, choose small $\epsilon_{1}$ (much smaller than $\epsilon$ ) and $\delta>0$ such that if $q \geq \epsilon / 2$ and if any of $\left|q_{X}-q\right|,\left|q_{Y}-q\right|,\left|q_{X Y}-q\right|$ exceeds $\epsilon / 4$, then $\left(1-\epsilon_{1}\right) \sqrt{\log \left(1 / q_{* *}\right)}>(1+\delta) \sqrt{\log (1 / q)}$ holds, where we define $q_{* *}=$ $\max \left\{\epsilon_{1}, q_{X}\right\}^{\alpha^{2}} \max \left\{\epsilon_{1}, q_{Y}\right\}^{(1-\alpha)^{2}} \max \left\{\epsilon_{1}, q_{X Y}\right\}^{2 \alpha(1-\alpha)}$.

If, now, $\epsilon_{1}<q_{X}, q_{Y}, q_{X Y}$, this lemma follows by applying Theorem 5.2 to $G$ with $\epsilon_{1}$ in place of $\epsilon$. If we have one of $q_{X}, q_{Y}, q_{X Y} \leq \epsilon_{1}$ (but nevertheless $q>\epsilon$ ), then this means that almost all edges are present in some part of the graph, and $q_{*}$ is much smaller than $q$. Remove a few edges from the relevant part or parts of the graph to increase $q_{X}, q_{Y}, q_{X Y}$ to above $\epsilon_{1}$; by a result of Mader [37] that a minimal $k$-connected graph on $n$ vertices $(n \geq 3 k)$ has at most $k(n-k)$ edges, we may easily do this while preserving the required connectivity. Since $\epsilon_{1}$ is small compared to $q$, after removing these edges, we
still have (in the modified graph) one of $\left|q_{X}-q\right|,\left|q_{Y}-q\right|,\left|q_{X Y}-q\right|$ exceeding $\epsilon / 4$, so Theorem 5.2 applied to the new graph gives our result.

It now remains only to consider the case of small connectivity. Define the expected order of a complete minor in a random graph of order $n$ and density of nonedges $q$ to be $t(n, q)=n / \sqrt{\log _{1 / q} n}$. In many cases, we will reduce from a graph $G$ of order $n$ and density at least $p=1-q$ to a subgraph $H$ of order $\beta n$, and want the expected order of a complete minor in $H$ to be as large as that expected in a random graph of order $n$ and edge density at least $p$; that is, if $H$ is of density $p^{\prime}=1-q^{\prime}$, we will want $\beta n / \sqrt{\log _{1 / q^{\prime}}(\beta n)} \geq n / \sqrt{\log _{1 / q} n}$; it will suffice if $\beta \sqrt{\log \left(1 / q^{\prime}\right)} \geq \sqrt{\log (1 / q)}$, that is, if $q^{\prime} \leq q^{1 / \beta^{2}}$. Define $q^{\prime}(q, \beta)=q^{1 / \beta^{2}}$. Similarly, we may want $H$ to have a minor at least $(1+\delta)$ times larger, so we also define $q^{\prime}(q, \beta, \delta)=q^{(1+\delta)^{2} / \beta^{2}}$.

Lemma 5.6 Let $f_{q}(\alpha)=1-\alpha^{2}-(1-\alpha)^{2}+\alpha^{2} q^{1 / \alpha^{2}}+(1-\alpha)^{2} q^{1 /(1-\alpha)^{2}}-q$. If $0<\alpha<1$ and $0 \leq q<q_{0}=1-p_{0}$, then $f_{q}(\alpha)>0$. Further, for $0 \leq q<q_{0}$, we have $f_{q}\left(\frac{1}{100}\right)>10^{-3}$.

Proof The behaviour of the function $f_{q}(\alpha)$ is illustrated by Figure 5.1, in which graphs of $f_{0.4}, f_{0.5}$ and $f_{0.55}$ are shown. A quick glance at this figure makes the lemma appear very plausible. Unfortunately, I don't have a short and elegant proof of the lemma. The proof here involves computer verification of many cases; the tables of cases, and the source code for the program that generated them and so completes the verification of the result, are in Appendix A.

Observe first that for $\alpha=\frac{1}{2}, f_{q}(\alpha)=\frac{1}{2}+\frac{1}{2} q^{4}-q$. Thus $f_{q}\left(\frac{1}{2}\right)>0$ if and only if $q^{4}-2 q+1=(q-1)\left(q^{3}+q^{2}+q-1\right)>0$, which on $0<q<1$ occurs just when $q>q_{0}$. Note also that $f_{q}(0)=f_{q}(1)=0$. Clearly, $f_{q}$ is symmetrical about $\alpha=\frac{1}{2}$.


Figure 5.1: $f_{q}$

We have
$\frac{\partial f}{\partial \alpha}=-4 \alpha+2+q^{1 / \alpha^{2}}\left(2 \alpha-2 \alpha^{-1} \log q\right)-q^{1 /(1-\alpha)^{2}}\left(2(1-\alpha)-2(1-\alpha)^{-1} \log q\right)$ and so

$$
\begin{aligned}
\frac{\partial^{2} f}{\partial \alpha^{2}}= & -4+q^{1 / \alpha^{2}}\left(2-2 \alpha^{-2} \log q+4 \alpha^{-4}(\log q)^{2}\right) \\
& +q^{1 /(1-\alpha)^{2}}\left(2-2(1-\alpha)^{-2} \log q+4(1-\alpha)^{-4}(\log q)^{2}\right)
\end{aligned}
$$

and all these functions are well-defined and continuous in $\alpha$ for any $0 \leq q<1$.
The lemma may now be proved by numeric computation. The function $-r \log r$ on $[0,1]$ is zero at 0 and 1 , and has a unique maximum at $r=e^{-1}$. The function $r(\log r)^{2}$ on $[0,1]$ is zero at 0 and 1 , and has a unique maximum at $r=e^{-2}$. The second derivative above is composed of constants, $q^{1 / \alpha^{2}}$, these functions for $r=q^{1 / \alpha^{2}}$, and corresponding functions of $1-\alpha$. Thus, given bounds on $q$ and $\alpha$, we may deduce bounds on the second partial
derivative. To be precise, given $r_{\text {min }} \leq r \leq r_{\text {max }}$, we have

$$
\min \left\{-r_{\min } \log r_{\min },-r_{\max } \log r_{\max }\right\} \leq-r \log r \leq e^{-1}
$$

if $r_{\text {min }} \leq e^{-1} \leq r_{\text {max }}$, and

$$
\begin{aligned}
\min \left\{-r_{\min } \log r_{\min },-r_{\max } \log r_{\max }\right\} & \leq-r \log r \\
& \leq \max \left\{-r_{\min } \log r_{\min },-r_{\max } \log r_{\max }\right\}
\end{aligned}
$$

otherwise; similarly, we have

$$
\min \left\{r_{\min }\left(\log r_{\min }\right)^{2}, r_{\max }\left(\log r_{\max }\right)^{2}\right\} \leq r(\log r)^{2} \leq 4 e^{-2}
$$

if $r_{\text {min }} \leq e^{-2} \leq r_{\text {max }}$, and

$$
\begin{aligned}
& \min \left\{r_{\min }\left(\log r_{\min }\right)^{2}, r_{\max }\left(\log r_{\max }\right)^{2}\right\} \\
& \leq r(\log r)^{2} \\
& \leq \max \left\{r_{\min }\left(\log r_{\min }\right)^{2}, r_{\max }\left(\log r_{\max }\right)^{2}\right\}
\end{aligned}
$$

otherwise. If we now have that $q_{\min } \leq q \leq q_{\max }$ and $\alpha_{\min } \leq \alpha \leq \alpha_{\max }$, we consider these bounds applied to $q^{1 / \alpha^{2}}$ and $q^{1 /(1-\alpha)^{2}}$, which satisfy

$$
q_{\min }^{1 / \alpha_{\min }^{2}} \leq q^{1 / \alpha^{2}} \leq q_{\max }^{1 / \alpha_{\max }^{2}}
$$

and

$$
q_{\min }^{1 /\left(1-\alpha_{\max }\right)^{2}} \leq q^{1 /(1-\alpha)^{2}} \leq q_{\max }^{1 /\left(1-\alpha_{\min }\right)^{2}}
$$

At $\alpha=\frac{1}{2}$, the first partial derivative is zero. For $0 \leq q \leq 0.4$, we prove the lemma by showing that the second partial derivative is negative for $0 \leq \alpha \leq \frac{1}{2}$. This may be done by considering the numerical bounds for four regions of ( $q, \alpha$ ) space, being $0 \leq \alpha \leq \frac{1}{4} ; \frac{1}{4} \leq \alpha \leq \frac{3}{8} ; \frac{3}{8} \leq \alpha \leq \frac{7}{16}$; and $\frac{7}{16} \leq \alpha \leq \frac{1}{2}$, each being for the whole range $0<q \leq 0.4$. The bounds are shown in Table A.1.
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For $0.4 \leq q \leq 0.48$, determine the bounds on the second partial derivative for regions of $\frac{1}{32}$ in $\alpha$. These then give bounds on the first partial derivative (working from $\frac{1}{2}$ to 0 ), which then bound $f_{q}(\alpha)$ itself, showing it to be greater than 0 for $0<\alpha<1$. Given bounds $\partial_{\min }^{2}[(r-1) / 32, r / 32]$ and $\partial_{\max }^{2}[(r-$ $1) / 32, r / 32]$ on the second partial derivative for $(r-1) / 32 \leq \alpha \leq r / 32$, and bounds $\partial_{\min }(r / 32)$ and $\partial_{\max }(r / 32)$ on the first partial derivative for $\alpha=r / 32$, we compute $\partial_{\min }((r-1) / 32)=\partial_{\min }(r / 32)-\partial_{\max }^{2}[(r-1) / 32, r / 32] / 32$ and $\partial_{\max }((r-1) / 32)=\partial_{\max }(r / 32)-\partial_{\text {min }}^{2}[(r-1) / 32, r / 32] / 32$; and given these formulas, bounds on the first partial derivative for $(r-1) / 32 \leq \alpha \leq r / 32$ may be found as $\partial_{\text {min }}[(r-1) / 32, r / 32]=\min \left\{\partial_{\min }((r-1) / 32), \partial_{\text {min }}(r / 32)\right\}$ and $\partial_{\max }[(r-1) / 32, r / 32]=\max \left\{\partial_{\max }((r-1) / 32), \partial_{\max }(r / 32)\right\}$. Similarly, we then compute bounds on $f_{q}(\alpha)$, starting from $f_{q}(0)=0$ : we find successively that $f_{\min }((r+1) / 32)=f_{\min }(r / 32)+\partial_{\min }[r / 32,(r+1) / 32] / 32$, $f_{\text {max }}((r+1) / 32)=f_{\max }(r / 32)+\partial_{\max }[r / 32,(r+1) / 32] / 32 ; f_{\text {min }}[r / 32,(r+$ 1)/32] $=\min \left\{f_{\min }(r / 32), f_{\min }((r+1) / 32)\right\}$ and $f_{\max }[r / 32,(r+1) / 32]=$ $\max \left\{f_{\max }(r / 32), f_{\max }((r+1) / 32)\right\}$. The main bounds (from which the others may trivially be derived) are shown in Table A.2.

Finally, on the regions $0.48 \leq q \leq 0.5$ and $0.5 \leq q \leq 0.55$ separately, we show that $f$ has the expected shape so that it cannot be zero anywhere if $f_{q}\left(\frac{1}{2}\right)>0$. That is, we show (using steps of $\frac{1}{64}$ in $\alpha$ ) that, for some $0<\alpha_{0}<\frac{1}{2}$, we have the second partial derivative negative for $\alpha \leq \alpha_{0}$, and that the first partial derivative is negative for $\alpha_{0} \leq \alpha<\frac{1}{2}$. The first partial derivative is positive at $\alpha=0$, and so we have a single minimum at $\alpha=\frac{1}{2}$. The main bounds are shown in Table A. 3 (for $0.48 \leq q \leq 0.5$ ) and Table A. 4 (for $0.5 \leq q \leq 0.55$ ).

It remains to show the lower bound on $f_{q}\left(\frac{1}{100}\right)$. For this, observe

$$
\frac{\partial f}{\partial \alpha}=-4 \alpha+2+q^{1 / \alpha^{2}}\left(2 \alpha-2 \alpha^{-1} \log q\right)
$$

$$
\begin{aligned}
& -q^{1 /(1-\alpha)^{2}}\left(2(1-\alpha)-2(1-\alpha)^{-1} \log q\right) \\
\geq & -4 \alpha+2-q^{1 /(1-\alpha)^{2}}\left(2(1-\alpha)-2(1-\alpha)^{-1} \log q\right) \\
\geq & -4 \alpha+2-q\left(2(1-\alpha)-2(1-\alpha)^{-1} \log q\right) \\
\geq & -4 \alpha+2-2 q+2(1-\alpha)^{-1} q \log q \\
\geq & -4 \alpha+2-2 q_{0}-2(1-\alpha)^{-1} e^{-1} .
\end{aligned}
$$

This last expression is decreasing in $\alpha$, and for $\alpha=\frac{1}{100}$ this value is positive, so $f_{q}\left(\frac{1}{100}\right) \geq \frac{1}{100}\left(-4 \times \frac{1}{100}+2-2 q_{0}-2\left(1-\frac{1}{100}\right)^{-1} e^{-1}\right)>10^{-3}$.

We now apply this lemma.
Corollary 5.7 Let $\epsilon>0$ be given. Then there exist $\delta>0$ and $N$ such that the following assertion holds.

Let $G$ be a graph of order $n>N$ and edge density at least $p$, where $p_{0}+\epsilon<p$. Suppose $\kappa(G)<n(\log \log \log n) /(\log \log n)$, and that there exists a cutset $S$ in $G$ with $|S|=\kappa(G)$ such that there exist $X, Y$ with $V(G)=X \cup Y$, $S=X \cap Y$ and $E(G)=E(G[X]) \cup E(G[Y])$, and $\frac{1}{100}(n+|S|) \leq|X| \leq$ $\frac{99}{100}(n+|S|)$. Then $G$ has a subgraph $H$ of order at least $\frac{1}{100} n$ and at most $\frac{99}{100}(n+|S|)$ and density $p^{\prime}=1-q^{\prime}$ where $q^{\prime} \leq q^{\prime}(q,|H| / n, \delta)$.

Proof Suppose we have such a cutset, and let $|S|=\gamma n$. Choose our $X, Y$. Our subgraph $H$ will be one of $G[X]$ and $G[Y]$. Put $|X|=\alpha(1+\gamma) n$ and $|Y|=(1-\alpha)(1+\gamma) n$, where $\frac{1}{100} \leq \alpha \leq \frac{99}{100}$.

Define $p_{X}, p_{Y}$ accordingly as the densities of edges in $X, Y$; so that $p \leq \alpha^{2}(1+\gamma)^{2} p_{X}+(1-\alpha)^{2}(1+\gamma)^{2} p_{Y}$ and $q \geq 1-\alpha^{2}(1+\gamma)^{2}\left(1-q_{X}\right)-(1-$ $\alpha)^{2}(1+\gamma)^{2}\left(1-q_{Y}\right)=\left(1-\alpha^{2}(1+\gamma)^{2}-(1-\alpha)^{2}(1+\gamma)^{2}\right)+\alpha^{2}(1+\gamma)^{2} q_{X}+$ $(1-\alpha)^{2}(1+\gamma)^{2} q_{Y}=s$, say.

We want to show that either $q_{X} \leq q^{\prime}(q, \alpha(1+\gamma), \delta)$ or $q_{Y} \leq q^{\prime}(q,(1-$ $\alpha)(1+\gamma), \delta)$. Since we have $q \geq s$, it will suffice to show that either $q_{X} \leq$
$q^{\prime}(s, \alpha(1+\gamma), \delta)$ or $q_{Y} \leq q^{\prime}(s,(1-\alpha)(1+\gamma), \delta)$. Suppose not; we shall derive a contradiction. For, we then have $q_{X}>q^{\prime}(s, \alpha(1+\gamma), \delta)$ and $q_{Y}>q^{\prime}(s,(1-$ $\alpha)(1+\gamma), \delta)$, so $s>\left(1-\alpha^{2}(1+\gamma)^{2}-(1-\alpha)^{2}(1+\gamma)^{2}\right)+\alpha^{2}(1+\gamma)^{2} q^{\prime}(s, \alpha(1+$ $\gamma), \delta)+(1-\alpha)^{2}(1+\gamma)^{2} q^{\prime}(s,(1-\alpha)(1+\gamma), \delta)$, that is, $f(s, \alpha, \gamma, \delta)=(1-$ $\left.\alpha^{2}(1+\gamma)^{2}-(1-\alpha)^{2}(1+\gamma)^{2}\right)+\alpha^{2}(1+\gamma)^{2} s^{(1+\delta)^{2} / \alpha^{2}(1+\gamma)^{2}}+(1-\alpha)^{2}(1+$ $\gamma)^{2} s^{(1+\delta)^{2} /(1-\alpha)^{2}(1+\gamma)^{2}}-s \leq 0$. This function is continuous in all four variables, and $f(s, \alpha, 0,0)$ is $f_{s}(\alpha)$ in the notation of Lemma 5.6.

By Lemma 5.6, $f_{s}(\alpha)$ is bounded away from zero on $\frac{1}{100} \leq \alpha \leq \frac{99}{100}$, $0 \leq q \leq q_{0}-\epsilon$. By continuity (and so uniform continuity), we deduce that we cannot have $f(s, \alpha, \gamma, \delta) \leq 0$ for $\gamma, \delta$ sufficiently small (depending on $\epsilon$ ), so providing our contradiction.

Corollary 5.8 Let $\epsilon>0$ be given. Then there exist $\delta>0$ and $N$ such that the following assertion holds.

Let $G$ be a graph of order $n>N$ and edge density at least $p$, where $p_{0}+\epsilon<p<1-\epsilon$. Suppose that $G$ has a vertex partition $\left(X^{\prime}, Y^{\prime}\right)$ with $\left|X^{\prime}\right|=\left|Y^{\prime}\right|$, such that at least one of $\left|p_{X^{\prime}}-p\right|,\left|p_{X^{\prime} Y^{\prime}}-p\right|$ and $\left|p_{Y^{\prime}}-p\right|$ exceeds $\epsilon$. Suppose that $\delta(G) \geq \frac{1}{60} n$. Then either $G$ contains a $K_{t}$ minor for $t>(1+\delta) n / \sqrt{\log _{1 / q} n}$ (where, as usual, $q=1-p$ ) or $G$ has a subgraph $H$ of order at least $\frac{1}{100} n$ and at most $\frac{199}{200} n$ and density $p^{\prime}=1-q^{\prime}$ where $q^{\prime} \leq$ $q^{\prime}(q,|H| / n, \delta)$.

Proof If $\kappa(G) \geq n(\log \log \log n) /(\log \log n)$, we have a large minor by Lemma 5.5. Otherwise, we have a small cutset $S$, with $|S|=\kappa(G)$, and if we choose any division of $G$ by this cutset, this induces $X, Y$ satisfying the conditions of Corollary 5.7 (since, for any choice of $X, Y$, where one of $X$ and $Y$ might be too small, some vertex in $X$ has degree at most $|X|$; but
the bound on the minimal degrees then implies that $\left.|X|,|Y| \geq \frac{1}{60} n\right)$. The result then follows by Corollary 5.7.

Corollary 5.9 Let $\epsilon>0$ be given. Then there exists $N$ such that the following assertion holds.

Let $G$ be a graph of order $n>N$ and edge density at least $p$, where $p_{0}+\epsilon<p<1-\epsilon$. Suppose $\delta(G) \geq \frac{1}{50} n$. Then either $G$ contains a $K_{t}$ minor for $t>(1-\epsilon) n / \sqrt{\log _{1 / q} n}$ (where, as usual, $q=1-p$ ) or $G$ has a subgraph $H$ of order at least $\frac{1}{100} n$ and at most $\frac{199}{200} n$ and density $p^{\prime}=1-q^{\prime}$ where $q^{\prime} \leq q^{\prime}(q,|H| / n)$.

Proof If $\kappa(G) \geq n(\log \log \log n) /(\log \log n)$, we have a large minor by Theorem 4.1 of [64]. Otherwise, we have a small cutset $S$, with $|S|=\kappa(G)$, and if we choose any division of $G$ by this cutset, this induces $X, Y$ satisfying the conditions of Corollary 5.7 (since, for any choice of $X, Y$, where one of $X$ and $Y$ might be too small, some vertex in $X$ has degree at most $|X|$; but the bound on the minimal degrees then implies that $\left.|X|,|Y| \geq \frac{1}{50} n\right)$. The result then follows by Corollary 5.7.

We now consider graphs with small minimal degree. For a graph $G$, let $G_{\zeta}$ be the result of applying the operation 'remove a vertex of minimal degree' $\zeta|G|$ times to $G$, where each time the vertex removed is of degree less than $\frac{1}{50} n$.

Lemma 5.10 Let $\epsilon>0$ be given. Then there exist $N$ and $\delta>0$ such that the following assertion holds.

Let $G$ be a graph of order $n>N$ and edge density at least $p \geq p_{0}$. Suppose $\delta(G)<\frac{1}{50} n$. Let $\zeta \leq \frac{1}{50}$, and suppose that $G_{\zeta}$ exists. Then $G_{\zeta}$ has density $p^{\prime}=1-q^{\prime}$ where $q^{\prime} \leq q^{\prime}(q, 1-\zeta)$. Further, if $\zeta \geq \epsilon^{2}$, then $q^{\prime} \leq q^{\prime}(q, 1-\zeta, \delta)$.
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Proof We use $\delta=10^{-3} \epsilon^{2}$, and, for convenience, put $\delta=0$ when considering $\zeta<\epsilon^{2}$.

We have $e\left(G_{\zeta}\right) \geq e(G)-\frac{1}{50} \zeta n^{2}$, so

$$
\begin{aligned}
p^{\prime} & \geq\left(\frac{1}{2} p-\frac{1}{50} \zeta\right) /\left(\frac{1}{2}(1-\zeta)^{2}\right) \\
& \geq(1+2 \zeta)\left(p-\frac{1}{25} \zeta\right) \\
& \geq p+0.8 \zeta
\end{aligned}
$$

since $p \geq p_{0}$. Thus $q^{\prime} \leq q-0.8 \zeta$.
We want to show that $q^{\prime} \leq q^{(1+\delta)^{2} /(1-\zeta)^{2}}$; so it will suffice to show that $(q-0.8 \zeta)^{(1-\zeta)^{2}} \leq q^{(1+\delta)^{2}}$; that is, $q \times q^{-2 \zeta+\zeta^{2}} \times(1-0.8 \zeta / q)^{(1-\zeta)^{2}} \leq q \times q^{2 \delta+\delta^{2}}$, or, equivalently, cancelling a factor of $q$ and taking logarithms, that

$$
0>(\log (1 / q))\left(2 \zeta-\zeta^{2}+2 \delta+\delta^{2}\right)+\left(1-2 \zeta+\zeta^{2}\right) \log (1-0.8 \zeta / q)
$$

We have that $\log (1 / q) \leq e^{-1} / q<0.38 / q$, and $\log (1-0.8 \zeta / q) \leq-0.8 \zeta / q$, so it will suffice to show that

$$
\begin{aligned}
0 & >(0.38 / q)\left(2 \zeta-\zeta^{2}+2 \delta+\delta^{2}\right)-(0.8 \zeta / q)\left(1-2 \zeta+\zeta^{2}\right) \\
& =(1 / q)\left(-0.04 \zeta+1.22 \zeta^{2}-0.8 \zeta^{3}+0.38\left(2 \delta+\delta^{2}\right)\right) \\
& \leq(1 / q)\left(-0.03 \zeta+1.22 \zeta^{2}-0.8 \zeta^{3}\right)
\end{aligned}
$$

by our choice of $\delta$. This result holds provided $\zeta \leq 0.025$.
We now use the above results to show that general graphs of a given density have minors as large as random graphs, if the density is sufficient or a connectivity condition applies.

Lemma 5.11 Let $\epsilon>0$ be given. Then there exists $N$ such that the following assertion holds.

Let $G$ be a graph of order $n>N$ and edge density at least $p$, where $0.9999<p<1-\epsilon$. Then $G$ contains a $K_{t}$ minor for $t>(1-\epsilon) n / \sqrt{\log _{1 / q} n}$ (where, as usual, $q=1-p$ ).

Proof Repeatedly remove the vertex of minimal degree from $G$, until the minimal degree is at least $\frac{1}{50} n$; say that we have removed $\zeta n$ vertices. Then $\zeta<\frac{1}{50}$, and $G_{\zeta}$ has density $p^{\prime}=1-q^{\prime}$ where $q^{\prime} \leq q^{\prime}(q, 1-\zeta)$ by Lemma 5.10. Put $n^{\prime}=(1-\zeta) n=\left|G_{\zeta}\right|$.

If $\kappa\left(G_{\zeta}\right) \geq n^{\prime}\left(\log \log \log n^{\prime}\right) /\left(\log \log n^{\prime}\right)$, then Lemma 5.11 follows from Theorem 4.1 of [64]. So suppose that $\kappa\left(G_{\zeta}\right)<n^{\prime}\left(\log \log \log n^{\prime}\right) /\left(\log \log n^{\prime}\right)$. Then, as in the proof of Corollary [5.9, we have a small cutset $S$, with $|S|=$ $\kappa\left(G_{\zeta}\right)$, and if we choose any division of $G_{\zeta}$ by this cutset, this induces $X$, $Y$ satisfying the conditions of Corollary 5.7 (since, for any choice of $X, Y$, where one of $X$ and $Y$ might be too small, some vertex in $X$ has degree at most $|X|$; but the bound on the minimal degrees then implies that $|X|$, $\left.|Y| \geq \frac{1}{50} n^{\prime}\right)$. However, the density condition on $G$ means that we cannot have such $X, Y$.

The next lemma shows that general graphs of a given density have minors as large as random graphs, if the density is sufficient or a connectivity condition applies.

Lemma 5.12 Let $\epsilon>0$ be given. Then there exists $N$ such that the following assertion holds.

Let $G$ be a graph of order $n>N$ and edge density at least $p$, where $\epsilon<p<1-\epsilon$. Suppose that either $\kappa(G) \geq n(\log \log \log n) /(\log \log n)$ or $p>p_{0}+\epsilon$. Then $G$ contains a $K_{t}$ minor for $t>(1-\epsilon) n / \sqrt{\log _{1 / q} n}$ (where, as usual, $q=1-p)$.

Proof The well-connected case is just Theorem 4.1 of [64]; when $p \geq$ 0.9999, the result will follow by Lemma 5.11. To prove the general result, we apply a bounded number of operations to our graph, each moving from
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$\left(H^{\prime}, p^{\prime}\right)$ (where initially $\left.\left(H^{\prime}, p^{\prime}\right)=(G, p)\right)$ to $\left(H^{\prime \prime}, p^{\prime \prime}\right)$ where $H^{\prime}$ is a subgraph of $G$ of density at least $p^{\prime}, H^{\prime \prime}$ is a subgraph of $G$ with density at least $p^{\prime \prime}$, where $p^{\prime \prime}=1-q^{\prime}\left(1-p^{\prime},\left|H^{\prime \prime}\right| /\left|H^{\prime}\right|\right)$, so ensuring that at all stages $\left|H^{\prime}\right| / \sqrt{\log _{1 / q^{\prime}}\left|H^{\prime}\right|}>n / \sqrt{\log _{1 / q} n}$ (where $q^{\prime}=1-p^{\prime}$ ). These operations are of the following forms. After any two of these operations have been consecutively applied, the new graph $H^{\prime \prime \prime}$ satisfies $\frac{1}{10000}\left|H^{\prime}\right| \leq\left|H^{\prime \prime \prime}\right| \leq \frac{199}{200}\left|H^{\prime}\right|$. The upper bound ensures that the number of steps is bounded, because the density must significantly increase; the lower bound ensures that $p^{\prime}$ stays bounded above by some quantity less than 1 , so that Theorem 4.1 of [64] can indeed be applied.

1. If $p^{\prime} \geq 0.9999$, we have our minor by Lemma 5.11.
2. If the connectivity is high, $\kappa\left(H^{\prime}\right) \geq\left|H^{\prime}\right|\left(\log \log \log \left|H^{\prime}\right|\right) /\left(\log \log \left|H^{\prime}\right|\right)$, we have our minor by Theorem 4.1 of [64].
3. Otherwise, if some cutset of order $\kappa\left(H^{\prime}\right)$ splits the graph into parts each of which has order at least $\frac{1}{60}\left|H^{\prime}\right|$, then the conditions of Corollary 5.7 apply and by Corollary 5.7 we have our $\left(H^{\prime \prime}, p^{\prime \prime}\right)$ with $\left|H^{\prime \prime}\right|<\frac{199}{200}\left|H^{\prime}\right|$.
4. Otherwise, $\delta\left(H^{\prime}\right)<\frac{1}{50}\left|H^{\prime}\right|$. Remove successively a vertex of minimal degree until all vertices have degree at least $\frac{1}{50}\left|H^{\prime}\right|$ or at least $\frac{1}{50}\left|H^{\prime}\right|$ vertices have been removed, forming the subgraph $H^{\prime \prime}=H_{\zeta}^{\prime}$. In either case, Lemma 5.10 shows that this subgraph is sufficiently dense. This is the only operation that might not significantly reduce $\left|H^{\prime}\right|$; but if it does not; then $\delta\left(H^{\prime \prime}\right) \geq \frac{1}{50}\left|H^{\prime \prime}\right|$, so the next operation must be one of the first three above.

The number of passes through the above loop is bounded, so eventually one of the first two operations listed applies and we have our minor.

Given this result, we can now prove Theorem 5.1.

Proof of Theorem 5.1 Suppose $\epsilon$ small. If

$$
\kappa(G) \geq n(\log \log \log n) /(\log \log n)
$$

the result follows from Lemma 5.5. Otherwise, repeatedly remove a vertex of minimal degree from $G$, until either the minimal degree is at least $\frac{1}{50} n$ or $\epsilon^{2} n$ vertices have been removed.

If $\epsilon^{2} n$ vertices have been removed, then by Lemma 5.10 the resulting graph is $H^{\prime}$, with density at least $p^{\prime}=1-q^{\prime}$, where $q^{\prime}=q^{\prime}\left(q, 1-\epsilon^{2}, \delta\right)$. By Lemma 5.12 applied to $H^{\prime}, q^{\prime}$ and $\delta / 2, H^{\prime} \succ K_{t}$ where $t \geq(1-$ $\delta / 2)\left|H^{\prime}\right| / \sqrt{\log _{1 / q^{\prime}}\left|H^{\prime}\right|} ;$ by the definition of $q^{\prime}\left(q, 1-\epsilon^{2}, \delta\right)$ we have $t \geq(1-$ $\delta / 2)(1+\delta) n / \sqrt{\log _{1 / q} n}>(1+\delta / 6) n / \sqrt{\log _{1 / q} n}$, as required.

Otherwise, say $\zeta n$ vertices were removed, where $\zeta<\epsilon^{2}$. The numbers removed from $X$ and $Y$ may not be equal, so remove a few more vertices until they are, yielding a subgraph $H^{\prime}$; so no more than $2 \epsilon^{2} n$ vertices are removed in total. For $H^{\prime}$ of density $p^{\prime}$, we have that at least one of $\left|p_{X}^{\prime}-p^{\prime}\right|$, $\left|p_{X Y}^{\prime}-p^{\prime}\right|,\left|p_{Y}^{\prime}-p^{\prime}\right|$ exceeds $\epsilon / 2$, and $p_{0}+\epsilon / 2<p^{\prime}<1-\epsilon / 2$. If $\kappa\left(H^{\prime}\right) \geq$ $\left|H^{\prime}\right|\left(\log \log \log \left|H^{\prime}\right|\right) /\left(\log \log \left|H^{\prime}\right|\right)$, the result again follows from Lemma 5.5 applied to $H^{\prime}$ and $\epsilon / 2$.

Otherwise, apply Corollary 5.8 to $H^{\prime}$ and $\epsilon / 2$. Either it gives the required minor, or it reduces to a subgraph $H^{\prime \prime}$ of density $p^{\prime \prime}=1-q^{\prime \prime}$ where $q^{\prime \prime} \leq$ $q^{\prime}\left(q^{\prime},\left|H^{\prime \prime}\right| /\left|H^{\prime}\right|, \delta\right)$. Now Lemma 5.12 applied to $H^{\prime \prime}, q^{\prime \prime}$ and $\delta / 2$ gives the result, as before.

### 5.5 Structure of extremal graphs

We are now in a position to give a description of the extremal graphs with no $K_{t}$ minor, as was attempted by Thomason [64]; as with the argument of Thomason, this is an outline, but the details differ. First consider those extremal graphs $G$ that are minor-minimal in $\mathcal{G}_{d, k}$, the class defined in Section 3.5, where $d$ is slightly less than $c(t)$ (the extremal function) and $k=\lceil d / \log \log \log d\rceil$. Then $G$ has sufficient connectivity that the arguments for sparse graphs (as given in Section 3.5) imply that $G$ has a large complete minor if it is too large, and if $G$ is not too large, then as in the proof of Theorem 3.15, for it to be extremal it must be a graph of density $1-\lambda$ and order $t \sqrt{\log _{1 / \lambda} t}$. By Theorem 5.1, $G$ is quasi-random.

We now claim that the general extremal graph is made up of disjoint quasi-random graphs of the form described with only $o(n d / \log \log \log d)$ additional edges. If we consider an extremal graph, which must be in $\mathcal{G}_{d, k}$, then it must have a minor of the form described. This minor is obtained by a series removals of vertices of small degree, contractions of edges with a small number of triangles on them, removals of edges to reduce the number of edges to the minimum for the class, and moving to $G[C \cup S]$ where $S$ is a small cutset and $C$ is a component of $G-S$. When a cutset is removed and one half of the graph taken, neither half can have many edges fewer than extremal graphs, since then the other half would have too many edges. So both halves in such a case are essentially extremal, and so of the form described. If some vertex and edge deletions and edge contractions of the types described are used to arrive at such a graph from $G$, then consider the parts of $G$ from which the individual quasi-random parts of the extremal graph of the described form arose. For the original graph to have been extremal, none of these parts can have a significantly greater average degree than that of $G$, but nor can
they (at any stage of the contraction) have a significantly greater order and similar average degree. Thus only a few edges and vertices are removed in this way, and the extremal graphs are indeed made of quasi-random graphs. (Thomason describes the structure as being a tree of quasi-random graphs. There is not, however, a meaningful sense in which the structure is a tree: no pair of the quasi-random graphs can have many edges between them, and if a few edges are between the quasi-random graphs in the form of a tree, a similar number of edges could also be present in another structure in the extremal graphs.)

## Chapter 6

## Extremal problem for <br> connectivity

### 6.1 Introduction

Thomason [64] showed that the average degree that forces a graph to have a $K_{t}$ minor is $O(t \sqrt{\log t})$. We saw in Chapter 3 how this can be extended to some other dense minors. The extremal graphs are random graphs of a certain order and constant density, or (as we saw in Chapter 5) larger graphs made up of copies of these with few edges between them.

The small extremal graphs, being random graphs, have connectivity almost surely equal to their minimum degree [3]. The larger ones, however, have much smaller connectivity - no more than $O(t)$. It is thus natural to ask, if we require the graph $G$ to be sufficiently large in terms of $t$, what connectivity will force a $K_{t}$ minor. In particular, we might hope for a bound linear in $t$. Equivalently, given a sufficiently large $t$-connected graph, we may ask how large a complete minor it must have.

This question has some relation to questions of linking. This concept is
defined as follows:

Definition 6.1 $A$ graph $G$ is said to be $k$-linked if $|G| \geq 2 k$ and, for all distinct vertices $x_{1}, x_{2}, \ldots, x_{k}, y_{1}, y_{2}, \ldots, y_{k}$ of $G$, there exist vertexdisjoint paths from $x_{i}$ to $y_{i}$ for all $i$.

Thomassen [65] characterises non-2-linked graphs, a characterisation we will use later in this chapter; this characterisation is also given by Seymour [58]. A connectivity of 6 implies that a graph is 2 -linked. The exact connectivity that implies that a graph is $k$-linked is not known for $k \geq 3$, but Bollobás and Thomason [4] showed that it is at most $22 k$. Robertson and Seymour [54] showed that a $2 k$-connected graph with a $K_{3 k}$ minor is $k$ linked. Thus, if sufficiently large $t$-connected graphs must have $K_{u}$ minors for $u>\frac{3}{22} t$, this would yield an improvement on the bound of [4] for sufficiently large graphs.

In this chapter, we do not find a general bound on the Hadwiger number of a large $t$-connected graph. However, in one specific case - where the graph has a long chain of cutsets of size $t$-we find there must be a $K_{u}$ minor for $u=t-4$ except if the graph satisfies some restrictive conditions, as described at the end of the chapter, and for $u=\lfloor t / 4\rfloor$ except possibly if the graph satisfies further restrictive conditions.

On the other hand, we can look for arbitrarily large $t$-connected graphs without large complete minors. A 1-connected graph has a $K_{2}$ minor; a 2-connected graph has a $K_{3}$ minor; a 3 -connected graph has a $K_{4}$ minor. The examples $K_{t}+\overline{K_{n}}$ provide arbitrarily large $t$-connected graphs with $K_{t+1}$ minors but no larger minors. The icosahedron is 5 -connected, but planar so has no $K_{5}$ minor; the faces of the icosahedron may be subdivided into smaller triangles to yield arbitrarily large 5-connected graphs with no
$K_{5}$ minor. More generally, if $I$ is the graph of the icosahedron, we may put $I_{t}=I+K_{t-5}$ for $t \geq 5$, which is a $t$-connected graph with no $K_{t}$ minor, and then $I_{t}+\overline{K_{n}}$ is $(t+1)$-connected with no $K_{t+1}$ minor.

### 6.2 Long chains of cutsets

The only case we study in this chapter is where the graph $G$ has a long chain of cutsets of order $t$, where $\kappa(G)=t$ and $t$ is odd. The following defines the notion of a chain of cutsets; 'long' here means sufficiently long for the subsequent arguments to work, which requires a length of at least $\Omega\left(2^{\binom{t}{2}}\right)$.

Definition 6.2 $A$ graph $G$ of connectivity $t$ has a chain of cutsets of length $k$ if the vertices of $G$ can be partitioned into disjoint sets $S_{1}, S_{2}, \ldots, S_{k}, T_{1}, T_{2}$, $\ldots, T_{k}, W_{1,2}, W_{2,3}, \ldots, W_{k-1, k}$ (some of which may be empty) with the following properties:

- $\left|S_{i}\right|=t$ for all $i$ and each $S_{i}$ is a cutset. (We refer to the $S_{i}$ as the chain of cutsets.)
- Removing $S_{i}$ separates the following sets of vertices from each other: $S_{1} \cup \cdots \cup S_{i-1} \cup T_{1} \cup \cdots \cup T_{i-1} \cup W_{1,2} \cdots \cup W_{i-1, i} ; T_{i} ;$ and $S_{i+1} \cup \cdots \cup$ $S_{k} \cup T_{i+1} \cup \cdots \cup T_{k} \cup W_{i, i+1} \cup \cdots \cup W_{k-1, k}$. Some of these sets may be empty, and some of them may themselves be disconnected.

Thus, the set $W_{i, i+1}$ consists of those vertices 'between' $S_{i}$ and $S_{i+1}$ in the chain; the set $T_{i}$ consists of those vertices 'hanging off the side of the chain' at $S_{i}$. The sets $T_{i}$ do not play a significant rôle in the following arguments.

The connectivity implies that, by Menger's theorem [38], we can find $t$ paths from $S_{i}$ to $S_{i+1}$ within $W_{i, i+1}$. Joining these paths gives rise to long paths throughout the chain. Such long paths will form the components of
our minor; if there is an edge from one path to another within $T_{i} \cup S_{i} \cup$ $W_{i, i+1} \cup S_{i+1} \cup T_{i+1}$, or a path joining the two paths within those vertices (excluding those vertices already in the other paths), that gives an edge of the minor. (We cannot in general take multiple edges of the minor from the same $T_{i} \cup S_{i} \cup W_{i, i+1} \cup S_{i+1} \cup T_{i+1}$, since the paths between the components of our minor might cross. However, this is not a problem since we are assuming that our chain of cutsets is very long; it suffices to show that any single edge can be found within a chain of cutsets of bounded length.)

If we were trying to find a $K_{t}$ minor, that would give too little room to manoeuvre; instead we will find a smaller minor; the smaller the minor to be found, the stronger the additional conditions that must be satisfied by a graph without that minor. Suppose we fix some choice of the paths between the $S_{i}$, and put $S_{i}=\left\{s_{i, j}: 1 \leq j \leq t\right\}$, where the paths from $S_{i}$ to $S_{i+1}$ go from $s_{i, j}$ to $s_{i+1, j}$ for all $j$; let this path (including its endpoints) be $P_{i, i+1 ; j}$. Suppose now we wish to find a $K_{r}$ minor for some $r<t$. Suppose that we have partially assembled components of the minor (but not all pairs yet have edges between them) using the chain up to $S_{i}$; within $S_{i}$, each part contains a distinct vertex of $S_{i}$. We could extend the paths to $S_{i+1}$ using the paths $P_{i, i+1, j}$; and we might gain some edges of our minor this way. But if $s_{i, j_{1}}$ is in one part of our minor, and $s_{i, j_{2}}$ is not in our minor, and there is some path between the paths $P_{i, i+1 ; j_{1}}$ and $P_{i, i+1 ; j_{2}}$ within $T_{i} \cup S_{i} \cup W_{i, i+1} \cup S_{i+1} \cup T_{i+1}$ that does not intersect the other paths, we could instead put both those two paths, and the path between them, in the component of the minor that contains $s_{i, j_{1}}$. We might then just follow the given paths from $S_{i+1}$ to $S_{i+2}$; so, in $S_{i}$ the vertex $s_{i, j_{1}}$ is present in our minor, but the vertex $s_{i, j_{2}}$ is not, whereas in $S_{i+2}$ the vertex $s_{i+1, j_{2}}$ is present in our minor but the vertex $s_{i+2, j_{1}}$ is not.

This method means that we can consider much of the problem of finding minors in terms of a simpler problem of varying which vertices of each $S_{i}$ are present in which parts of our minor. If $i_{1}<i_{2}$, define $H_{i_{1}, i_{2}}$ to be a graph with vertex set $\{1,2, \ldots, t\}$ which has an edge from $p$ to $q$ if and only if there is a path between $P_{i_{1}, i_{1}+1 ; p} \cup \cdots \cup P_{i_{2}-1, i_{2} ; p}$ and $P_{i_{1}, i_{1}+1 ; q} \cup \cdots \cup P_{i_{2}-1, i_{2} ; q}$ within $T_{i_{1}} \cup S_{i_{1}} \cup W_{i_{1}, i_{1}+1} \cup \cdots \cup W_{i_{2}-1, i_{2}} \cup S_{i_{2}} \cup T_{i_{2}}$ that does not intersect any of the other paths. If we enter $S_{i_{1}}$ with $r$ parts of our minor, $A_{i}$ for $1 \leq i \leq r$, where $s_{i_{1}, a(i)}$ is the unique element of $S_{i_{1}}$ in $A_{i}$ at that time, we may then enter $S_{i_{2}+1}$ with expanded parts $A_{i}^{\prime}$ of our minor, where $s_{i_{2}+1, a^{\prime}(i)}$ is the unique element of $S_{i_{2}+1}$ in $A_{i}^{\prime}$, where $a(i)=a^{\prime}(i)$ for all $i$ except one; for that one $i, a^{\prime}(i)$ being some value that is no $a(j)$ where there is an edge from $a(i)$ to $a^{\prime}(i)$ in $H_{i_{1}, i_{2}}$.

Equivalently, the problem can be considered as one of moving numbered counters on the vertices of the $H_{i_{1}, i_{2}}$; at $S_{i_{1}}$ we have some arrangement of $r$ distinct counters (corresponding to the parts of the minor) on the set $V(H)=\{1,2, \ldots, t\}$, and at $S_{i_{2}}$ one counter has been moved to a vertex that neighbours it in $H_{i_{1}, i_{2}}$. We wish to find such a sequence of moves on disjoint $\left[i_{1}, i_{2}\right]$ intervals that eventually leads every counter to neighbour every other counter during some interval not used for moving counters. Now, the chain of cutsets is long, so some (labelled) graph $H$ must appear many times as graphs $H_{i_{1}, i_{2}}$. We need only consider those graphs that appear many times. We will see that a large class of them do allow the counters to be permuted in the required manner, yielding our minor. Then graphs $H$ in that class can only appear a few times, so we can consider a long subchain in which no such graphs appear at all.

In order to work with moving counters on these graphs, we need that the graphs $H$ are connected; this is the reason for the requirement that $t$ is
odd. For, we claim that $H_{i, i+2}$ is connected; if not, it has some connected component $X$ of order less than $t / 2$. But if we then remove the vertices $s_{i, x}$ and $s_{i+2, x}$ for $x \in X$ from $G$, connectivity means that $G$ must still be connected, but the definition of $H_{i, i+2}$ means that the vertices $s_{i+1, x}$ for $x \in X$ have been disconnected from the vertices $s_{i+1, y}$ for $y \notin X$. Thus we have a contradiction, so $H_{i, i+2}$ must have been connected.

We now consider the problem where we have some connected graph $H$ of order $t, r=t-s$ numbered counters on some subset of the vertices of $H$, and repeatedly move a single counter to an adjacent unoccupied vertex. If such moves can yield any given arrangement of the counters and unoccupied vertices, then we have our minor; we shall see that graphs $H$ for which some arrangements cannot be reached have a fairly restricted structure. It is easy to see that if the contents of any pair of adjacent vertices can be transposed (with the other vertices unaffected), combinations of those transpositions will yield all permutations. Trivially a counter can be transposed with an adjacent unoccupied vertex, so it suffices to show that the counters on any pair of adjacent occupied vertices can be transposed. Say we wish to transpose adjacent counters 1 and 2 ; in many cases we will achieve this by conjugation: make some series of moves so that the two counters are conveniently placed to transpose them by a short sequence of moves; make that short sequence; and make the reverse of the first sequence, restoring the original position except with counters 1 and 2 transposed.

The first lemma gives just such a local configuration allowing the transposition of counters.

Lemma 6.1 If $H$ has a star subgraph in which at least 2 vertices are unoccupied, then any permutation of the counters in that subgraph may be achieved.


Figure 6.1: Moving counters in a star configuration

Proof If there are fewer than 4 vertices in the star this is trivial. Suppose there are at least 4 vertices in the star. If the centre of the star is not vacant, move the counter from there to a vacant vertex of the star (this move can later be reversed, a conjugation as described above). Then if $A$ is the centre of the star (vacant), $B$ is another vacant vertex of the star, $C$ is a vertex of the star occupied by counter 1 and $D$ is a vertex of the star occupied by counter 2, as shown in Figure 6.1, we may swap counters 1 and 2 by moving 1 from $C$ to $A$ then to $B$; counter 2 from $D$ to $A$ then to $C$, and counter 1 from $B$ to $A$ then to $D$.

We next aim to show that the contents of 2-edge-connected subgraphs with a few unoccupied vertices can be arbitrarily permuted. First we consider cases of a single cycle with an additional vertex or edge.

Lemma 6.2 If $H$ has a cycle and some vertex of that cycle is adjacent to some vertex of $H$ not in the cycle, and either there are at least 2 unoccupied vertices in the cycle or there is at least one unoccupied vertex in the cycle


Figure 6.2: Moving counters in a cycle with adjacent vertex
and the vertex outside the cycle to which some vertex in the cycle is adjacent is also unoccupied, any permutation of the counters in that cycle may be achieved.

Proof We may clearly move counters round the cycle to place the unoccupied vertices in any desired positions on the cycle. If there are 2 unoccupied vertices in the cycle, this means we may place one of them next to the outside vertex adjacent to the cycle, then move any counter on that vertex into the cycle. Thus we need only consider the case where the vertex adjacent to the cycle is unoccupied. We may arrange for any pair of counters that are adjacent in the cycle (ignoring unoccupied vertices) to be on either side of an unoccupied vertex which is adjacent to the outside vertex, as shown in Figure 6.2. As in Lemma 6.1, those two counters may be transposed, and transpositions of adjacent pairs of counters can achieve all permutations.

Lemma 6.3 If $H$ has a cycle with a chord (i.e., an edge not in the cycle that joins one vertex of the cycle to another vertex of the cycle) and at least


Figure 6.3: Moving counters in a cycle with a chord

2 vertices of the cycle are unoccupied, any permutation of the counters in that cycle may be achieved.

Proof To transpose any given pair of counters that are adjacent in the cycle (ignoring unoccupied vertices), move counters round the cycle so that the vertices at either end of the chord are unoccupied and the two counters to be transposed are on either side of one end of the chord, as shown in Figure 6.3. Lemma 6.1 then applies to transpose those counters.

We now derive a more general result for 2-connected subgraphs.

Lemma 6.4 If $H$ is not a cycle, and has a 2-connected subgraph in which at least 2 vertices are unoccupied, any permutation of the counters in that subgraph may be achieved.

Proof It suffices to show that any pair of counters in the 2-connected subgraph may be transposed, so consider some such pair of counters; 2connectivity implies that they both lie in some cycle. If they lie in a cycle with at least 2 unoccupied vertices, then Lemma 6.2 or Lemma 6.3 implies that the counters in that cycle may be arbitrarily permuted. (The requirement that $H$ is not a cycle is needed to avoid the case of the 2-connected
subgraph being a cycle, and there being no additional edges in $H$ to any vertex of that cycle.) If they lie in a cycle with just 1 unoccupied vertex, then the 2-connected subgraph has some other unoccupied vertex, which must lie on a path across the cycle (since all vertices of the 2-connected subgraph not in the cycle must lie on some path across it). Now counters may be moved on that path so that the unoccupied vertex lies next to the cycle, and Lemma 6.2 applies.

It thus remains only to consider the case where no cycle (in our subgraph) on which both the counters to be swapped lie has any unoccupied vertices. But now consider some unoccupied vertex in our subgraph; it lies on a path across the cycle, and, since no cycle contains both our given counters and an unoccupied vertex, at least one of the vertices where the path meets the cycle is not occupied by one of those given counters. So we may move the counter on that vertex into the path, causing there to be an unoccupied vertex on our cycle, a case in which we have seen that the counters can be swapped.

A 2-edge-connected graph is a tree of 2-connected graphs sharing single vertices. Applying the above lemmas to those 2-connected subgraphs allows the following result for 2-edge-connected graphs to be found.

Lemma 6.5 If $H$ is not a cycle, and has a 2-edge-connected subgraph in which at least 3 vertices are unoccupied, any permutation of the counters in that subgraph may be achieved.

Proof We prove this by induction on the number of 2-connected components in the 2-edge-connected subgraph. It holds where there is just one such component by Lemma 6.4, so it will suffice to suppose that our 2-edgeconnected subgraph is the union of two 2-edge-connected subgraphs, sharing
a single vertex, such that the result hold for each of those smaller 2-edgeconnected subgraphs. By conjugation, it will suffice to suppose that the unoccupied vertices are the common vertex and one vertex adjacent to it in each smaller subgraph, and show that any permutation with those being the unoccupied vertices can be achieved. We may also assume that there are exactly 3 unoccupied vertices.

Let $U$ and $V$ be the 2-edge-connected subgraphs, $v$ be the common vertex, $c$ be some counter on a neighbour of $v$ in $U$ and $d$ be some counter on a neighbour of $v$ in $V$. We claim that any permutation within $U$ can be achieved; any permutation within $V$ can be achieved; and we can transpose $c$ and $d$. This clearly suffices to prove the result.

Certainly $c$ and $d$ can be transposed, since we have a star as in Lemma 6.1. We will show that any permutation within $U$ can be achieved, and the corresponding result for $V$ will follow in exactly the same way. If $c$ is the only counter in $U$, then the result is trivial. Otherwise, by moving $c$ into $V$ via $v$, we may achieve any permutation of all the other counters of $U$. But we may also transpose $c$ with any other counter of $U$ : move that counter into a cycle with $c$, transpose within that cycle by Lemma 6.2, and reverse the original move of the other counter into that cycle. Thus indeed we achieve any permutation of the counters within $U$, and so of those in the whole 2-edge-connected subgraph.

A general connected graph $H$ is a tree of disjoint 2-edge-connected graphs joined by trees. The following result gives circumstances under which counters on such a graph may be permuted.

Lemma 6.6 Let $H$ be a connected graph of order $t$ which is not 2-edgeconnected. Let $P$ be the longest path in $H$ with the properties that no edge
of $P$ lies in a cycle and that $d_{H}(v)=2$ for all vertices $v$ of $P$ except the endpoints of $P$. Suppose there are $r \leq t-3$ counters on $H$. If $P$ has no more than $t-r-1$ vertices, then the counters may be permuted.

Proof Let $u$ and $v$ be two adjacent vertices with counters $a$ and $b$ on them. It will suffice to show that those two counters can be transposed.

First suppose that $u v$ does not lie in a cycle; suppose it lies in a path $Q$ with $d_{H}(w)=2$ for all vertices $w$ of $Q$ except for the endpoints of $Q$, where $d(v) \neq 2$. Write $|Q|=k \leq t-r-1$, so there are at least $k+1$ unoccupied vertices of $H$. The vertices of $H$ may be divided into those to the left of $u$ (i.e., those in components other than that containing $v$ after the vertex $u$ is removed) and those to the right of $v$ (defined likewise). If there are $\ell$ unoccupied vertices to the left of $u$ and $r$ unoccupied vertices to the right of $v$, then $\ell+r \geq k+1$. Moving counters appropriately in the part of the graph to the left of $u$, and the part to the right of $v$, this means that even after moving out of $Q$ all counters apart from $u$ and $v$ that can be moved out of $Q$, there are at least $k+1-(k-2)=3$ unoccupied vertices outside of $Q$, so at least 2 such vertices in one half of the graph (excluding $Q$ ), say the half to the left of $u$. Move $a$ and $b$ into that half. If they can go in different branches off the endpoint of the path in that half, then put them in different branches and apply Lemma 6.1 to transpose them; if not, having placed them in the same branch then move one counter from another branch into the path, and then again we may easily transpose them.

Now suppose that $u v$ lies in a cycle. Consider the maximal 2-edgeconnected subgraph in which $u v$ lies. If there are 3 unoccupied vertices in that subgraph, we are done by Lemma 6.5. If not, consider where the unoccupied vertices outside of that subgraph are; if the parts of the graph
they lie in are joined to our subgraph at occupied vertices other than $u$ and $v$, they may be moved into our subgraph, and again we are done. So all but at most 2 unoccupied vertices are outside our subgraph, in parts of the graph joined to our subgraph either at unoccupied vertices (to which we may suppose no counter of our subgraph may be moved without disturbing $a$ or $b$ ) or at $u$ or $v$

If now there is an unoccupied vertex outside our subgraph adjacent to $u$, move $a$ to that vertex, then $b$ to $u$; then $a$ and $b$ are adjacent on an edge that is not part of a cycle and the previous part of this proof applies; likewise if there is an unoccupied vertex outside our subgraph adjacent to $v$. So all outside unoccupied vertices are in parts adjacent to unoccupied vertices of our subgraph.

By some movements of the counters on our subgraph, some counter on that subgraph can be moved out. Consider the walk by which it moves out; the counter on the last unoccupied vertex of that walk could be moved out without disturbing other vertices, so that counter must be $u$ or $v$, say $u$. But now $v$ could follow $u$ out along that walk, and as before we now have them adjacent and not in a cycle.

In particular, let $r=\lfloor t / 4\rfloor$. In order not to be able to permute all the counters, either $H$ must be a cycle, or it must contain a path with at least $t-r \geq 3 t / 4 \geq 3 r$ vertices that is not part of a cycle and has no branches except at its ends.

We return now to the original problem of finding minors, where the minors we will find are $K_{r}$ where $r=\lfloor t / 4\rfloor$ and $t$ is sufficiently large, or (in some cases) $r=t-4$. Only the graphs $H$ just described can occur many times as graphs $H_{i_{1}, i_{2}}$ for $i_{2} \geq i_{1}+2$. If a cycle occurs many times, the only other graphs that can occur many times are paths that are that cycle minus
one edge, since any edge between long paths in $G$ not adjacent in the cycle would allow paths $P_{i}$ to be swapped, so we have a long chain of cutsets where only the cycle and such subpaths occur; in this region, the vertices of each $T_{i} \cup W_{i, i+1} \cup T_{i+1}$ can be divided into those of each path, those between each pair of adjacent paths, and those hanging off a single path. If a cycle does not occur many times, consider any graph $H$ that does. In the path in $H$ with at least $3 r$ vertices, there may be found a 'central' region of $2 r$ vertices, such that there are $r$ vertices to either side of that region in $H$. Having $r$ vertices to either side means that the long paths in $G$ can be moved out of that region as necessary. Thus no graph $H_{i_{1}, i_{2}}$ with any edge in that central region (or between that central region and the rest of the graph) other than those of the path in $H$ can occur many times (otherwise arbitrary paths could be transposed), so there is a long chain of cutsets in $G$, within which the vertices of $T_{i} \cup W_{i, i+1} \cup T_{i+1}$ can be divided into the paths of the central region, the vertices to each side of it, the vertices between each pair of adjacent paths in the central region, and those hanging off a single path of the central region. Where $H$ is a cycle we will find a $K_{r}$ minor; otherwise, if $G$ does not have such a minor then it must have the form just described and large parts of $G$ must have the structure given in Lemma 6.8.

A graph $G$ is said to be $\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$-linked if there exist vertex-disjoint paths in $G$ from $x_{1}$ to $y_{1}$ and from $x_{2}$ to $y_{2}$. For example, if $x_{1}$ and $x_{2}$ are endpoints of paths in $S_{i}$, and $y_{2}$ and $y_{1}$ are endpoints of those respective paths in $S_{j}$, and the region of $G$ between $S_{i}$ and $S_{j}$ bounded by those paths is $\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$-linked, then the paths may be swapped. This means that if $G$ does not have a $K_{r}$ minor then various regions of $G$ must not be $\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$-linked.

Thomassen [65] characterised non- $\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$-linked graphs as follows:

Theorem 6.7 (Thomassen [65]) Suppose $G$ is not ( $x_{1}, x_{2}, y_{1}, y_{2}$ )-linked. Then $G$ is a subgraph on the same vertex set of a graph $G^{\prime}$ of the following form:
$G^{\prime}$ is a planar graph, with unbounded face the 4-cycle $x_{1} x_{2} y_{1} y_{2}$ and with the other faces forming a triangulation of that 4-cycle, in which all 3-cycles are facial cycles, with the addition for each 3 -cycle $S$ of a possibly empty complete graph $K^{S}$, disjoint from the planar graph and the other such complete graphs, joined to all the vertices of $S$.

Suppose some part of our graph $G$ (which we recall has connectivity $t$ ) is not $\left(x_{1}, x_{2}, y_{1}, y_{2}\right)$-linked. Then it must have the above form. If any of the complete graphs $K^{S}$ (or subgraphs of them) are present, this makes the part of $G$ at most 3-connected; so any such $K^{S}$ must intersect the boundary of our part of $G$. We will show that they do not go too far inside the boundary, so we have a smaller region of $G$ which is planar, and so has average degree less than 6. Such regions may be joined up to cover all of $H$ if it is a cycle, or the central part of $H$ if it is not. In the former case, we will find that a large part of $G$ with small boundary has average degree less than 12 , a contradiction if $t>12$. In the latter case, we would also need to consider the regions to the left and right to conclude the required minor to be present; I conjecture that in that case indeed there must be a $K_{r}$ minor if $t$ is sufficiently large, but do not have an argument to prove anything beyond the information about the structure of the central region of $G$ given below.

The following result provides a basic planar region of $G$.

Lemma 6.8 Let $t>12$. Consider a part of the long chain of cutsets described above, containing at least 20 of the cutsets (including all the $W_{i, i+1}$ between those cutsets, and all the $T_{i}$ attached to them). Consider, within that
part of the chain, 6 successive long paths $P_{1}, P_{2}, P_{3}, P_{4}, P_{5}, P_{6}$ in the central part of $H$ as described above. Let the path $P_{i}$ start at $p_{i}$ and end at $q_{i}$. Suppose that the region bounded by $P_{1}$ and $P_{6}$ is not $\left(p_{1}, q_{6}, p_{6}, q_{1}\right)$-linked. Then the region bounded by $P_{3}, P_{4}$ and the first and last cutsets left after removing the first and last 9 cutsets from the part of chain given (this region being taken to include any parts of the graph attached only to $P_{3}$, only to $P_{4}$, or being part of the $T_{i}$ at either end attached only to the relevant endpoints) is planar.

Proof The larger region has the structure of Theorem 6.7, so to prove that the smaller region is planar it suffices to prove that none of the $K^{S}$ intersect the smaller region.

Consider one of the $K^{S}$. It intersects the boundary of the larger region; either $P_{1}$ or $P_{6}$ (but not the endpoint of either path, since those endpoints are the vertices of the 4 -cycle in the given form of the region), or the endpoints of the other paths.

If it intersects $P_{1}$, say, then two of the three points that cut off that $K^{S}$ are in $P_{1}$; thus it cannot also intersect $P_{6}$ (since then two of the points cutting off that $K^{S}$ would also be in $P_{6}$ ). We have more than 3 vertex-disjoint paths from $P_{6}$ to $P_{1}$ (by $t$-connectivity); all of these pass through $P_{2}$, so our $K^{S}$ cannot include the whole of $P_{2}$ or of any other path between $P_{1}$ and $P_{6}$ (since it can be separated from the rest of the graph by 3 vertices). Thus it may intersect $P_{2}$, but cannot reach $P_{3}$, so no part of it is in the smaller region; and this likewise holds if it intersects $P_{6}$ rather than $P_{1}$.

Now suppose it contains some endpoints of some paths; but not, as discussed above, both endpoints of any path. Say it contains the upper endpoint of some path. There is a path from $P_{6}$ to $P_{1}$ within the subregion of the upper
three cutsets, passing through all intermediate paths; so the whole of the $K^{S}$ is within that region, or the path from $P_{6}$ to $P_{1}$ intersects the $K^{S}$ and so one of its 3 boundary points is within that region. Considering likewise the next two triples of consecutive cutsets, we see that the $K^{S}$ cannot extend beyond them, so indeed the smaller region describes intersects no $K^{S}$ and is planar.

This yields our result for the case where $H$ is a cycle.

Theorem 6.9 Given $t>12$ there exists $p(t)$ such that the following assertion holds.

Suppose that the graph $H$, a cycle, appears at least $p(t)$ times as $H_{3 i, 3 i+2}$ in our chain of cutsets. Then $K_{t-4} \prec G$.

Proof Suppose we do not have our minor. Given $t-4$ long paths, we may consider a region with 2 paths present surrounding 4 paths absent. Then by Lemma 6.8 the region between the central pair of paths there is planar; the choice of the central pair there was arbitrary, so we have a long region in which the subregion between each pair of consecutive paths is planar. Now each vertex gets contributions to its degree from at most 2 of those regions, so the average degree in the overall long part of the graph is less than 12 . But this region is long, and has a boundary of only $2 t$ vertices, so some interior vertex has a degree of at most 12, contradicting the connectivity.

This result and Lemma 6.5 together imply that if $t>12$ and any 2-edgeconnected graph $H$ occurs many times then $K_{t-4} \prec G$. Thus if $K_{t-4} \nprec G$ then any graph $H$ that occurs many times has a bridge.

## Part II

## Directed Graphs

## Chapter 7

## Introduction to directed graphs

In this part of this dissertation, we consider some extremal problems relating to directed graphs that are simple to state but surprisingly difficult to solve.

Caccetta and Häggkvist [6] made a conjecture which includes, as one case, that an oriented graph on $n$ vertices with all vertices of out-degree at least $n / 3$ must have a directed triangle. Various bounds on the minimum outdegree required have been found, but the conjecture remains unproved, even if we make the stronger requirement that both in-degrees and out-degrees must be at least $n / 3$. In Chapter 8, we observe that a natural approach to the problem leads to another simple conjecture, which also seems difficult to prove, but does not seem to have been previously discussed.

A closely related problem is the conjecture of Seymour that every oriented graph contains a vertex with a large second neighbourhood. The second neighbourhood of a vertex $x$ is the set of all out-neighbours of out-neighbours of $x$, that are not themselves out-neighbours of $x$, and $x$ has a large second neighbourhood if its second neighbourhood is at least as large as the set of its out-neighbours. This conjecture clearly implies that, if every vertex of an oriented graph has in-degree and out-degree at least $n / 3$, then the graph
contains a directed triangle. The specific case for tournaments, known as Dean's conjecture [12], has recently been proved [19, 23].

The classic result of Erdős and Szekeres [17] is that in any sequence of $k^{2}+1$ integers (or reals, etc.) there is a monotone subsequence of length $k+1$. Many variations on this problem have been considered [60], but apparently not the following one: in a sequence of length $n \geq k^{2}+1$, what is the minimum number of monotone subsequences of length $k+1$ ? We consider this problem in Chapter 9. We give a conjecture as to the answer to this problem, supported by computational evidence, and a conjectured characterisation of all the extremal sequences for $n$ sufficiently large in terms of $k$, which we prove correct under certain assumptions.

This problem is equivalent to a problem on tournaments (which shows more of the natural symmetry of the problem): given two transitive tournaments on the same $n$ vertices, what is the minimum number of subgraphs $K_{k+1}$ on which the tournaments entirely agree or entirely disagree? This formulation of the problem, together with standard results on the number of monochromatic triangles in a 2 -coloured complete graph [20, 34], yields a proof of the correctness and completeness of the characterisation of the extremal sequences for $k=2$ and all $n$.

## Chapter 8

## Directed triangles

This short chapter has no results but we give a new conjecture (Conjecture 8.5) related to some unsolved problems that have been previously posed.

Caccetta and Häggkvist [6] made the following conjecture:

Conjecture 8.1 (Caccetta and Häggkvist [6]) Any digraph on $n$ vertices, all of which have out-degree at least r, contains a directed cycle of length at most $\lceil n / r\rceil$.

Despite the simplicity of this conjecture, it remains unproved apart from some particular cases. One simple case which remains unproved is where $r=n / 3:$

Conjecture 8.2 Any oriented graph on $n$ vertices, all of which have outdegree at least $n / 3$, contains a directed triangle.

Even the following weaker conjecture remains unproved:

Conjecture 8.3 Any oriented graph on $n$ vertices, all of which have indegree and out-degree at least $n / 3$, contains a directed triangle.

Some bounds (not as good as $n / 3$ ) have been found on the minimum outdegree (or in-degree and out-degree) required to force a directed triangle, by Caccetta and Häggkvist [6], by de Graaf, Schrijver and Seymour [11], by Bondy [5] and by Shen [59]. (It is clear that $n / 3$ is best possible; consider placing the vertices in a cyclic order, with edges from each vertex to the next $\lceil n / 3\rceil-1$ vertices.)

Define the second neighbourhood of a vertex $x$ in an oriented graph to be

$$
\Gamma^{++}(x)=\left(\bigcup_{y \in \Gamma^{+}(x)} \Gamma^{+}(y)\right) \backslash \Gamma^{+}(x) .
$$

The following conjecture is due to Seymour:

Conjecture 8.4 (Seymour) In any oriented graph, there is a vertex $x$ with $\left|\Gamma^{++}(x)\right| \geq\left|\Gamma^{+}(x)\right|$. (Such a vertex is said to have a large second neighbourhood.)

It is clear that Conjecture 8.4 implies Conjecture 8.3. The specific case of Conjecture 8.4 for tournaments, known as Dean's conjecture [12], has been proved by Fisher [19] and then more simply by Havet and Thomassé [23], but the general case remains open.

One natural way to attack Conjecture 8.2 is by induction. Suppose that $G$ is a minimum counterexample, say of order $n$ with all out-degrees equal to $\lceil n / 3\rceil$. If $n=3 k+1$ then removing a vertex reduces out-degrees by at most 1 ; as $\lceil n / 3\rceil-1=\lceil(n-1) / 3\rceil, G$ is not in fact minimal. If $n=3 k$ this approach does not lead to any simple arguments. If $n=3 k+2$, then minimality of $G$ implies that removing any two vertices reduces some outdegree by more than 1 . Thus every two vertices must have a common inneighbour. This leads to the following new conjecture:


Figure 8.1: Graph with 14 vertices forced by a single edge

Conjecture 8.5 In any oriented graph (of order at least 2) in which every two vertices have a common in-neighbour, there is a directed triangle.

An example of an oriented graph in which every two vertices have a common in-neighbour is a tournament on 7 vertices, where each vertex has edges to those that are 1, 2 or 4 after it in a cyclic order.

Suppose we consider a hypothetical oriented graph in which every two vertices have a common in-neighbour, but which does not contain a directed triangle. Consider some edge in this graph, say $1 \rightarrow 0.0$ and 1 have a common in-neighbour, which must be some other vertex, say 2 . 2 and 0 have a common in-neighbour, which must be some other vertex, say 3 . This argument may be repeated for appropriately chosen pairs of vertices $x$ and $y$, such that no $z$ in the part of the graph already found could be a common in-neighbour of $x$ and $y$ without causing either a directed triangle or a pair of
edges $u \rightarrow v, v \rightarrow u$ to be present. Depending on the pairs of vertices chosen, various graphs can be forced in this way; such a graph, with 14 vertices, is illustrated in Figure 8.1.

If Conjecture 8.5 is false, one could then ask whether there is any constant upper bound on the girth of an oriented graph in which every two vertices have a common in-neighbour.

## Chapter 9

## Monotone subsequences

### 9.1 Introduction

A well-known result of Erdős and Szekeres [17] may be expressed as follows:

Theorem 9.1 (Erdős and Szekeres [17]) Let $n$ and $k$ be positive integers. If $n \geq k^{2}+1$, then in any permutation of the integers $\{0,1, \ldots, n-1\}$ there is a monotone subsequence of length $k+1$.

This problem leads to many variations, a survey of which has been made by Steele [60]. Here we consider an extremal problem that arises as a variation; this problem was posed by Mike Atkinson, Michael Albert and Derek Holton. If $n \geq k^{2}+1$, then we know there is at least one monotone subsequence of length $k+1$; how many such sequences must there be? We write $m_{k}(S)$ for the number of monotone subsequences of length $k+1$ in the permutation $S$. This problem is related to a question of Erdős [14] in Ramsey theory asking for the minimum number of monochromatic $K_{t}$ subgraphs in a 2-coloured $K_{n}$; Erdős's conjecture about the answer to that question (that
the minimum was given by random colourings) was disproved by Thomason [62].

Some upper and lower bounds are obvious. For an upper bound, note that in a random permutation, any given subsequence of length $k+1$ is monotone with probability $2 /(k+1)$ !. Thus some permutation has at most

$$
\frac{2}{(k+1)!}\binom{n}{k+1}
$$

monotone subsequences of length $k+1$. For a lower bound, note that any subsequence of length $k^{2}+1$ must have a monotone subsequence of length $k+1$, and any sequence of length $k+1$ is in $\binom{n-k-1}{k^{2}-k}$ sequences of length $k^{2}+1$. Thus there are at least

$$
\frac{\binom{n}{k^{2}+1}}{\binom{n-k-1}{k^{2}-k}}=\frac{1}{\binom{k^{2}+1}{k+1}}\binom{n}{k+1}
$$

monotone subsequences of length $k+1$.
A simple example will, in fact, give a better upper bound than a random permutation; this bound is, for large $k$, half way (geometrically) between the upper and lower bounds just given. Consider the permutation

$$
\begin{aligned}
& \lfloor n / k\rfloor-1,\lfloor n / k\rfloor-2, \ldots, 0, \\
& \lfloor 2 n / k\rfloor-1,\lfloor 2 n / k\rfloor-2, \ldots,\lfloor n / k\rfloor, \\
& \ldots, \\
& n-1, n-2, \ldots,\lfloor(k-1) n / k\rfloor .
\end{aligned}
$$

This permutation is made up of $k$ monotone descending subsequences, each of length $\lfloor n / k\rfloor$ or $\lceil n / k\rceil$; clearly it has no monotone ascending subsequences of length $k+1$, and any monotone descending subsequences it has of length $k+1$ must lie entirely within just one of the $k$ monotone descending subsequences into which it is divided. Thus the number of monotone subsequences of
length $k+1$ is

$$
(n \bmod k)\binom{\lceil n / k\rceil}{ k+1}+(k-(n \bmod k))\binom{\lfloor n / k\rfloor}{ k+1} \approx \frac{1}{k^{k}}\binom{n}{k+1} .
$$

Let this number be known as $M_{k}(n)$. I conjecture that this is in fact the minimum number of monotone subsequences of length $k+1$.

Conjecture 9.2 Let $n$ and $k$ be positive integers. In any permutation of the integers $\{0,1, \ldots, n-1\}$ there are at least $M_{k}(n)$ monotone subsequences of length $k+1$.

It would also be interesting to know the extremal configurations. It appears from computation that the behaviour for $k=2$ is entirely different from that for $k>2$ (although I do not have a proof that $M_{k}(n)$ is the correct extremum, or that the conjectured sets of extremal configurations are complete, except for $k=2$ ). For $k=2, n$ even, there are $2^{n / 2}$ extremal configurations; for $k=2, n$ odd, there are $2^{n-1}$ extremal configurations. These configurations are described in Section 9.2. Some of these configurations have both ascending and descending monotone subsequences of length $k+1$. For $k>2$, the extremal configurations, provided $n$ is sufficiently large in terms of $k$, appear to be more restricted; it seems that no extremal configuration has both ascending and descending monotone subsequences of length $k+1$. These configurations are described in Section 9.3; it is shown that, if indeed no extremal configuration has both ascending and descending monotone subsequences of length $k+1$, the characterisation is complete and correct for $n \geq k(2 k-1)$. The hard part of the main result of this section, Theorem 9.8, is that the complicated characterisation of extrema (subject to the constraint that all monotone $(k+1)$-subsequences go in the same direction) is a complete and correct characterisation of all extrema; it is straightforward to see that the
constraint implies that there cannot be fewer monotone $(k+1)$-subsequences than in the given extrema. (Computation suggests that-apart from the exceptional case of $k=3, n=16$, where there are also some extremal configurations not as described-all extremal configurations do indeed satisfy the given constraint.) The number of extremal configurations (under this assumption) may be described in terms of the Catalan numbers [7, 8].

The problem may be seen to be equivalent to a problem on directed graphs as follows. Consider a permutation $p_{0}, p_{1}, \ldots, p_{n-1}$. Let $A$ be a transitive tournament on $n$ vertices, $v_{0}, v_{1}, \ldots, v_{n-1}$, with an edge $v_{i} \rightarrow v_{j}$ for all $i<j$. Let $B$ be a transitive tournament on the same vertices, with an edge $v_{i} \rightarrow v_{j}$ if and only if $p_{i}<p_{j}$. Now a monotone ascending subsequence of length $k+1$ corresponds to a $K_{k+1}$ subgraph on some subset of the same vertices, all of whose edges go in the same direction in both $A$ and $B$; and a monotone descending subsequence of length $k+1$ corresponds to a $K_{k+1}$ subgraph on some subset of the same vertices, all of whose edges go in opposite directions in $A$ and $B$. Thus the problem is equivalent to: given two transitive tournaments on the same set of $n$ vertices, what is the minimum number of $K_{k+1}$ subgraphs on which the edge directions of the two tournaments entirely agree or entirely disagree? Furthermore, this formulation of the problem is symmetrical in $A$ and $B$. In general, the problem has the following symmetries, which appear naturally in the formulation in terms of tournaments:

- The order of the permutation may be reversed (equivalent to reversing the order on $A$ ); the new permutation is $p_{n-1}, p_{n-2}, \ldots, p_{0}$.
- The value of $p_{i}$ may be replaced by $n-1-p_{i}$ (equivalent to reversing the order on $B$ ).
- The permutation may be replaced by the permutation $q_{0}, q_{1}, \ldots, q_{n-1}$, where $q_{p_{i}}=i$ (equivalent to swapping $A$ and $B$ ). This permutation is the inverse permutation to $p_{1}, p_{2}, \ldots, p_{n}$.

Combinations of these operations may also be applied; the symmetry group is that of the square, the dihedral group on 8 elements.

A paper based on this chapter has been published in The Electronic Journal of Combinatorics as [40].

### 9.2 The case $k=2$

We will see that, for $k=2$, all permutations with a minimum number of monotone 3 -sequences have the following form:

Theorem 9.3 If $n=1$, the extremal permutation is 0 . If $n=2$, the extremal permutations are 0,1 and 1,0 . If $n>2$, all extremal sequences have the form $L, 0, n-1, R$ or $L, n-1,0, R$, where $L$ and $R$ have lengths $\lfloor n / 2\rfloor-1$ or $\lceil n / 2\rceil-1$ and $L, R$ is an extremal permutation of $\{1,2, \ldots, n-2\}$ (that is, the result of adding 1 to each element of an extremal permutation of $\{0,1, \ldots, n-3\})$. All such permutations are extremal.

It is clear that this yields $2^{n / 2}$ extremal permutations for $n$ even and $2^{n-1}$ extremal permutations for $n$ odd. For $n$ even, there is a simple noninductive description: if the permutation is $p_{0}, p_{1}, \ldots, p_{n-1}$, then, for $0 \leq t<n / 2$, we have that $p_{t}$ and $p_{n-1-t}$ take the values $(n / 2)-1-t$ and $(n / 2)+t$, in some order. Table 9.1 shows the extremal permutations for $n \leq 6$.

The sequences in Theorem 9.3 all have 0 and $n-1$ adjacent. It is easy to see that Theorem 9.3 is a correct characterisation of extremal sequences with that property.

Table 9.1: Extremal permutations for $n \leq 6$

| $n=1$ | 0 |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $n=2$ | 01 |  |  | 10 |  |
| $n=3$ | 021 | 102 | 120 | 201 |  |
| $n=4$ | 1032 | 1302 | 2031 | 2301 |  |
| $n=5$ | 10432 | 20413 | 23041 | 30412 |  |
|  | 13042 | 20431 | 23401 | 31042 |  |
|  | 13402 | 21043 | 24013 | 31402 |  |
|  | 14032 | 21403 | 24031 | 34012 |  |
| $n=6$ | 210543 | 240513 | 310542 | 340512 |  |
|  | 215043 | 245013 | 315042 | 345012 |  |

Lemma 9.4 Suppose $n>2$ and that some extremal permutation has 0 and $n-1$ adjacent. Then all extremal permutations with 0 and $n-1$ adjacent are as described in Theorem 9.3, and all such permutations are extremal.

Proof Without loss of generality, suppose a permutation with 0 and $n-1$ adjacent is $L, 0, n-1, R$; call this permutation $S$. Suppose that $L$ has length $\ell$ and $R$ has length $r$. All monotone subsequences of length 3 in $L, R$ are also such subsequences of $S$. There are no monotone subsequences of $S$ containing both 0 and $n-1$. There are no monotone subsequences of $S$ of the form $a, 0, b$ or $a, n-1, b$, with $a \in L$ and $b \in R$. If, however, $a$ precedes $b$ in $L$, exactly one of $a, b, 0$ and $a, b, n-1$ is monotone; likewise, if $a$ precedes $b$ in $R$, exactly one of $0, a, b$ and $n-1, a, b$ is monotone. Thus $m_{2}(S)=m_{2}(L, R)+\binom{\ell}{2}+\binom{r}{2}$. This is minimal when $|\ell-r| \leq 1$.

Consider again the relation to tournaments described in Section 9.1. Suppose we colour an edge red if the two tournaments agree on the direction of that edge, or blue if the two tournaments disagree on the direction of that edge. The problem is then to minimise the number of monochromatic triangles. (However, we cannot use any 2 -colouring of $K_{n}$, only one arising from two tournaments in this manner.) Goodman [20] and Lorden [34] found that the number of monochromatic triangles depends only on the sequence of red (or blue) degrees:

Theorem 9.5 (Goodman [20] and Lorden [34]) Let $K_{n}$ be coloured in red and blue. Let $d_{r}(v)$ be the number of red edges from the vertex $v$. Then there are exactly

$$
\binom{n}{3}-\frac{1}{2} \sum_{v} d_{r}(v)\left(n-1-d_{r}(v)\right)
$$

monochromatic triangles.

This theorem allows us to prove correct our characterisation of extremal configurations.

Proof of Theorem 9.3 for $n$ even The canonical extremum from Section 9.1 is of this form, and has $M_{2}(n)=2\binom{n / 2}{3}$ monotone subsequences of length 3. In the coloured graph corresponding to this permutation, each vertex has red degree equal to either $\lceil(n-1) / 2\rceil$ or $\lfloor(n-1) / 2\rfloor$, so the graph minimises the number of monochromatic triangles. Thus all the permutations for $n$ even described in Theorem 9.3 are indeed extremal. Also, in the coloured graph corresponding to an extremal permutation $p_{0}, p_{1}, \ldots, p_{n-1}$, all vertices must have red degree either $\lceil(n-1) / 2\rceil$ or $\lfloor(n-1) / 2\rfloor$; in particular, the vertices corresponding to the values 0 and $n-1$ must have such red degrees. This means that 0 and $n-1$ must each be the value of one of
$p_{(n / 2)-1}$ and $p_{n / 2}$, so they are adjacent, and the result follows by Lemma 9.4.

This method does not apply quite so simply for $n$ odd, where the graphs corresponding to extremal permutations do not minimise the number of monochromatic triangles over all colourings (that is, the colourings minimising the number of monochromatic triangles do not correspond to pairs of transitive tournaments). However, the colourings are sufficiently close to extremal that with a little more effort the method can be adapted.

Proof of Theorem 9.3 for $n$ odd The canonical extremum from Section 9.1 is of this form, so $M_{2}(n)$ monotone subsequences of length 3 can be attained. We will show that this is indeed extremal, and that in all extremal permutations 0 and $n-1$ are adjacent, so that the result will then follow by Lemma 9.4 .

Suppose we have some extremal permutation $p_{1}, p_{2}, \ldots, p_{n}$, and let $\ell(v)$ be the location of the value $v$; that is, $p_{\ell(v)}=v$. Let the vertex corresponding to the position $\ell(v)$ with value $v$ also be known as $v$. Let $d_{r}(v)$ and $d_{b}(v)$ be the numbers of red and blue edges, respectively, from the vertex $v$; put $d_{d}(v)=\frac{1}{2}\left|d_{r}(v)-d_{b}(v)\right|$. Observe that $d_{r}(v)\left(n-1-d_{r}(v)\right)=d_{r}(v) d_{b}(v)=$ $\left(\frac{n-1}{2}\right)^{2}-d_{d}(v)^{2}$, so, by Theorem 9.5, the number of monochromatic triangles then is

$$
\binom{n}{3}-\frac{n(n-1)^{2}}{8}+\sum_{v} d_{d}(v)^{2} .
$$

Thus, we wish to minimise $\sum_{v} d_{d}(v)^{2}$. In the canonical extremum this takes the value $\frac{n-1}{2}$.

Suppose $0 \leq v \leq(n-1) / 2$. Let $L=\{u: \ell(u)<\ell(v)\}$ be the set of values to the left of $v$, and $R=\{u: \ell(u)>\ell(v)\}$ be the set of values to the right of $v$. Put further $L_{r}=\{u \in L: u<v\}, L_{b}=\{u \in L: u>v\}$,
$R_{r}=\{u \in R: u>v\}$ and $R_{b}=\{u \in R: u<v\}$. Then we have $d_{r}(v)=$ $\left|L_{r}\right|+\left|R_{r}\right|$ and $d_{b}(v)=\left|L_{b}\right|+\left|R_{b}\right|$, so

$$
d_{r}(v)-d_{b}(v)=\left|R_{r}\right|-\left|R_{b}\right|-\left|L_{b}\right|+\left|L_{r}\right|=(|R|-|L|)+2\left(\left|L_{r}\right|-\left|R_{b}\right|\right)
$$

Now

$$
|R|-|L|=(n-1-\ell(v))-\ell(v)=2\left(\frac{n-1}{2}-\ell(v)\right),
$$

and

$$
\left|\left|L_{r}\right|-\left|R_{b}\right|\right| \leq\left|L_{r} \cup R_{b}\right|=v,
$$

so $d_{d}(v) \geq \max \left\{0,\left|\frac{n-1}{2}-\ell(v)\right|-v\right\}$. Likewise, for $(n-1) / 2 \leq v \leq n-1$, we have $d_{d}(v) \geq \max \left\{0,\left|\frac{n-1}{2}-\ell(v)\right|-(n-1-v)\right\}$. Define $r(j)$ by $r(j)=j$ for $0 \leq j \leq(n-1) / 2$ and $r(j)=n-1-j$ for $(n-1) / 2 \leq j \leq n-1$, so we have

$$
d_{d}(v) \geq \max \left\{0,\left|\frac{n-1}{2}-\ell(v)\right|-r(v)\right\} .
$$

For $0 \leq j \leq(n-1)$, put $S(j)=\left\{i:\left|\frac{n-1}{2}-i\right| \leq r(j)\right\}$. That is, $S(j)$ is the set of possible value of $\ell(j)$ for which our lower bound on $d_{d}(j)$ would be 0 . We then have

$$
d_{d}(v) \geq|\{(n-1) / 2 \geq j \geq r(v): \ell(v) \notin S(j)\}|=\sum_{\substack{(n-1) / 2 \geq j \geq r(v) \\ \ell(v) \notin S(j)}} 1 .
$$

Adding over all $v$ and reversing the order of summation then gives

$$
\sum_{v} d_{d}(v) \geq \sum_{0 \leq j \leq(n-1) / 2}|\{v: r(v) \leq j, \ell(v) \notin S(j)\}| .
$$

For $0 \leq j<(n-1) / 2$, observe that $|S(j)|=2 j+1$, whereas $\mid\{v: r(v) \leq$ $j\} \mid=2 j+2$. Thus $\sum_{v} d_{d}(v) \geq \frac{n-1}{2}$, and equality requires that each $\mid\{v:$ $r(v) \leq j, \ell(v) \notin S(j)\} \mid$ equals 1 , for $0 \leq j<\frac{n-1}{2}$. Now $\sum_{v} d_{d}(v)^{2} \geq$ $\sum_{v} d_{d}(v)$, with equality only if all terms are 0 or 1 . So any extremum must have $\ell(0)$ and $\ell(n-1)$ both equal to $\frac{n-1}{2}$ or $\frac{n-1}{2} \pm 1$, with one of them equal to $\frac{n-1}{2}$. So 0 and $n-1$ are adjacent.

### 9.3 The case $k>2$

For $k>2$, it seems that, for $n$ sufficiently large, the permutations with a minimum number of monotone ( $k+1$ )-subsequences have only descending, or only ascending, monotone subsequences of that length; making this assumption, we can give a characterisation of the extremal permutations for $n \geq k(2 k-1)$ (which appears to be sufficiently large, except for $k=3$, $n=16$, where there are also some other extremal permutations). It is easy to see that this condition is equivalent to the permutation being divisible into (at most) $k$ disjoint monotone descending subsequences, or $k$ disjoint monotone ascending subsequences. If it can be divided into $k$ disjoint monotone descending subsequences, there cannot be a monotone ascending $(k+1)$ subsequence, since such a sequence would have to contain two elements from one of the $k$ descending subsequences. Conversely, if it contains only descending subsequences of length $k+1$, it can be divided into $k$ descending subsequences explicitly; similarly to one proof of Theorem 9.1, form these subsequences by adding each element in turn to the first of the subsequences already present it can be added to without making that subsequence nondescending, or start a new subsequence if the element is greater than the last element of all existing subsequences. Any element added is at the end of an ascending subsequence, containing one element from each sequence up to the one to which the element was added, so having $k+1$ subsequences would imply the presence of a monotone ascending subsequence of length $k+1$, a contradiction.

The form of the extremal permutations (subject to the supposition described) is somewhat more complicated than that for $k=2$. We describe the form where all the monotone $(k+1)$-subsequences are descending; the sequences for which they are all ascending are just the reverse of those we
describe. If the $k$ subsequences are of lengths $\ell_{1}, \ell_{2}, \ldots, \ell_{k}$ (where some of the $\ell_{i}$ may be 0 if there are less than $k$ subsequences), there are at least

$$
\sum_{i=1}^{k}\binom{\ell_{i}}{k+1}
$$

monotone subsequences of length $k+1$. For this to be minimal, convexity implies that $\lfloor n / k\rfloor \leq \ell_{i} \leq\lceil n / k\rceil$ for all $i$; in particular, there are $k$ subsequences, and no $\ell_{i}$ is 0 , for $n \geq k$. To make the ordering of the $\ell_{i}$ definite, order the $k$ subsequences by the position of their middle element (the leftmost of two middle elements, if the sequence is of even length). There are $\binom{k}{n \bmod k}$ choices of the $\ell_{i}$ satisfying these inequalities. If they are satisfied, there are at least $M_{k}(n)$ monotone $(k+1)$-subsequences, and exactly that number if and only if there is no monotone descending $(k+1)$ subsequence that takes values from more than one of the $k$ subsequences. Put $s_{i}=\sum_{1 \leq j \leq i} \ell_{i}$. For each choice of the $\ell_{i}$, we have a canonical extremum similar to that given in Section 9.1:

$$
\begin{aligned}
& s_{1}-1, s_{1}-2, \ldots, 0, \\
& s_{2}-1, s_{2}-2, \ldots, s_{1}, \\
& \ldots, \\
& s_{k}-1, s_{k}-2, \ldots, s_{k-1} .
\end{aligned}
$$

(where $0=s_{0}$ and $s_{k}=n$ ).
We will describe the extrema with the given $\ell_{i}$, supposing $n \geq k(2 k-1)$. To do so we will need some more notation. Write $C_{k}=\frac{1}{k+1}\binom{2 k}{k}$ for the $k^{\text {th }}$ Catalan number. It will then turn out that there are exactly $C_{k}^{2 k-2}$ extrema with the given $\ell_{i}$. Thus, the total number of extremal sequences, subject to the constraint that all monotone $(k+1)$-subsequences go in the
same direction, and subject to $n \geq k(2 k-1)$, will be

$$
2\binom{k}{n \bmod k} C_{k}^{2 k-2}
$$

The extrema are closely related to the canonical extremum with the given $\ell_{i}$. In each extremum with those $\ell_{i}$, the $\ell_{i}-(2 k-2)$ middle values of each of the $k$ monotone subsequences take the same values, in the same positions, as they do in the canonical extremum; the $k-1$ values at either end of each subsequence can vary, as can their positions.

The variation is described in terms of sets $C(k, p)$ of monotone descending sequences of $k-1$ integers; $|C(k, p)|=C_{k}$. This set is defined as follows: $C(k, p)$ is the set of monotone descending sequences $c_{1}, c_{2}, \ldots, c_{k-1}$ of integers, $p-2 k+3 \leq c_{i} \leq p$ for all $i$, such that if $d_{1}, d_{2}, \ldots, d_{k-1}$ is the monotone descending sequence of all integers in $[p-2 k+3, p]$ that are not one of the $c_{i}$, then $c_{1}, c_{2}, \ldots, c_{k-1}, d_{1}, d_{2}, \ldots, d_{k-1}$ has no monotone descending subsequence of length $k+1$.

There are various equivalent characterisations of $C(k, p)$ :

Lemma 9.6 Define $C_{1}(k, p)$ to be the set of monotone descending sequences $c_{1}, c_{2}, \ldots, c_{k-1}$ of integers, such that $p-k-i+2 \leq c_{i} \leq p-2 i+2$ for all $1 \leq i \leq k-1$. Define $C_{2}(k, p)$ inductively as follows. Let $C_{2}(2, p)=\{p-1, p\}$. For $k>2$, let $C_{2}(k, p)=\left\{\left(c_{1}, c_{2}, \ldots, c_{k-1}\right): p-k+1 \leq c_{1} \leq p, c_{2}<\right.$ $\left.c_{1},\left(c_{2}, c_{3}, \ldots, c_{k-1}\right) \in C_{2}(k-1, p-2)\right\}$. Then $C_{1}(k, p)=C_{2}(k, p)=C(k, p)$. Furthermore, $|C(k, p)|=C_{k}$.

Proof Of these definitions, $C$ is the one that will be relevant later in proving the characterisation of extremal permutations correct. $C_{1}$ will be seen to be a direct description of $C$, and $C_{2}$ will be seen to be an inductive description of $C_{1}$. $C_{2}$ allows the number of such sequences to be calculated through
recurrence relations, which will yield the last part of the lemma. Observe that all these definitions clearly have the property that $C\left(k, p_{1}\right)$ is related to $C\left(k, p_{2}\right)$ simply by adding $p_{1}-p_{2}$ to all elements of all sequences in $C\left(k, p_{2}\right)$.

We first show that $C_{1}(k, p)=C(k, p)$. First consider a sequence $c_{1}, c_{2}$, $\ldots, c_{k-1}$ in $C_{1}(k, p)$, letting $d_{1}, d_{2}, \ldots, d_{k-1}$ be the monotone descending sequence of all integers in $[p-2 k+3, p]$ that are not one of the $c_{i}$. If the sequence $c_{1}, c_{2}, \ldots, c_{k-1}, d_{1}, d_{2}, \ldots, d_{k-1}$ has a monotone descending subsequence of length $k+1$, suppose that subsequence has $t$ values among the $c_{i}$. The last of these is at most $p-2 t+2$. The interval $[p-2 k+3, p]$ contains $2 k-2 t-1$ values smaller than $p-2 t+2$; of these, at least $k-1-t$ must be among the $c_{i}$ (namely, $c_{t+1}, c_{t+2}, \ldots, c_{k-1}$ ), so at most $k-t$ are among the $d_{i}$, so the monotone subsequence has length at most $k$, a contradiction. Thus $C_{1}(k, p) \subset C(k, p)$. Conversely, consider a sequence $c_{1}, c_{2}, \ldots, c_{k-1}$ in $C(k, p)$, and let $d_{i}$ be as above. Clearly $c_{i} \geq p-k-i+2$ for all $i$; otherwise we would have $c_{k-1}<p-2 k+3$. If we had $c_{i}>p-2 i+2$, then there would be at least $2 k-2 i$ lesser values in the interval $[p-2 k+3, p]$, of which $k-1-i$ are among the $c_{j}$, so at least $k-i+1$ are among the $d_{j}$; together with $c_{1}, c_{2}, \ldots, c_{i}$, this yields a monotone subsequence of length at least $k+1$, a contradiction. Thus $C(k, p) \subset C_{1}(k, p)$.

We now show that $C_{1}(k, p)=C_{2}(k, p)$. We do this by induction on $k$; it clearly holds for $k=2$ and all $p$. Suppose that $C_{1}(k-1, q)=C_{2}(k-1, q)$ for all $q$. If $c_{1}, c_{2}, \ldots, c_{k-1}$ is in $C_{2}(k, p)$, then $p-k+1 \leq c_{1} \leq p$, and, since $c_{1}>c_{2}$ and $c_{2}, c_{3}, \ldots, c_{k-1}$ is in $C_{2}(k-1, p-2)=C_{1}(k-1, p-2)$, the sequence of the $c_{i}$ is descending and $(p-2)-(k-1)-(i-1)+2=$ $p-k-i+2 \leq c_{i} \leq(p-2)-2(i-1)+2=p-2 i+2$ for all $2 \leq i \leq k-1$, so the sequence is in $C_{1}(k, p)$. Conversely, if $c_{1}, c_{2}, \ldots, c_{k-1}$ is in $C_{1}(k, p)$, then for $2 \leq i \leq k-1$ we have $p-k-i+2=(p-2)-(k-1)-(i-1)+2 \leq$
$c_{i} \leq p-2 i+2=(p-2)-2(i-1)+2$, so that $c_{2}, c_{3}, \ldots, c_{k-1}$ is in $C_{1}(k-1, p-2)=C_{2}(k-1, p-2)$, so the sequence is in $C_{2}(k, p)$.

Finally we show that $\left|C_{2}(k, p)\right|=C_{k}$. For $1 \leq j \leq k$, put $c_{k, j}=$ $\left|\left\{\left(c_{1}, c_{2}, \ldots, c_{k-1}\right) \in C_{2}(k, p): c_{1}=p-k+j\right\}\right|$ (which as observed above does not depend on $p$ ). We then have

$$
\left|C_{2}(k, p)\right|=\sum_{j=1}^{k} c_{k, j}
$$

and the recurrence

$$
c_{k, j}=\sum_{i=1}^{\min \{j, k-1\}} c_{k-1, i},
$$

where $c_{2,1}=c_{2,2}=1$. Observe that the recurrence implies that $c_{k, k-1}=$ $c_{k, k}=\left|C_{2}(k-1, p)\right|$.

Put

$$
d_{k, j}=\binom{k+j-3}{j-1}-\sum_{i=0}^{j-3}\binom{k+i-1}{i}
$$

with $d_{k, 1}=1$. We claim that $c_{k, j}=d_{k, j}$ for all $k \geq j$; we prove this by induction on $j$. Clearly $c_{k, 1}=1$ and $c_{k, 2}=k-1$. Suppose that $j>2$ and $c_{k, j-1}=d_{k, j-1}$ for all $k$. For $k \geq j$ we then have $c_{k+1, j}-c_{k, j}=c_{k+1, j-1}=$ $d_{k+1, j-1}$ and

$$
d_{k+1, j}-d_{k, j}=\binom{k+j-3}{j-2}-\sum_{i=1}^{j-3}\binom{k+i-1}{i-1}=d_{k+1, j-1} .
$$

Also, $d_{j, j}-c_{j, j}=d_{j, j}-c_{j, j-1}=d_{j, j}-d_{j, j-1}=\binom{2 j-3}{j-1}-\binom{2 j-4}{j-2}-\binom{2 j-4}{j-3}=$ $\binom{2 j-3}{j-1}-\binom{2 j-4}{j-2}-\binom{2 j-4}{j-1}=0$. Thus, by induction on $k, c_{k, j}=d_{k, j}$ for the given $j$ and all $k$, and by induction on $j$ this holds for all $j$.

It now remains only to show that $d_{k, k-1}=C_{k-1}$ for all $k$. For this, observe that $C_{k-1} /\binom{2 k-4}{k-2}=\binom{2 k-2}{k-1} / k\binom{2 k-4}{k-2}=2(2 k-3) / k(k-1)$. We have

$$
d_{k, k-1}=\binom{2 k-4}{k-2}-\sum_{i=0}^{k-4}\binom{k+i-1}{i}
$$

and

$$
\sum_{i=0}^{k-4}\binom{k+i-1}{i}=\binom{2 k-4}{k-4}
$$

so that $d_{k, k-1} /\binom{2 k-4}{k-2}=1-\binom{2 k-4}{k-4} /\binom{2 k-4}{k-2}=1-(k-2)(k-3) / k(k-1)=$ $2(2 k-3) / k(k-1)=C_{k-1} /\binom{2 k-4}{k-2}$. Thus $d_{k, k-1}=C_{k-1}$.

We now describe the conjectured extrema with given $\ell_{i}$. We define sets $S_{j}$ of integers: put $S_{0}=\{i: 0 \leq i \leq k-2\}$; put $S_{k}=\{i: n-k+1 \leq i \leq n-1\}$; and for $1 \leq j \leq k-1$, put $S_{j}=\left\{i: s_{j}-k+1 \leq i \leq s_{j}+k-2\right\}$. Put $S=\cup_{j=0}^{k} S_{j}$. Then $S$ is the union of the sets of the $k-1$ values (or positions) at either end of each of the subsequences in the canonical extremum.

Write the canonical extremum as $d_{0}, d_{1}, \ldots, d_{n-1}$. We describe an extremum $c_{0}, c_{1}, \ldots, c_{n-1}$. For $i \notin S$, we have $c_{i}=d_{i}$; observe (as would be expected, given the symmetries of the problem) that $[0, n-1] \backslash S=\left\{d_{i}: i \notin S\right\}$.

For $i \leq i \leq k-1$, let $A_{i}$ and $B_{i}$ be arbitrary elements of $C\left(k, s_{i}+k-2\right)$; let $A_{i}^{\prime}$ be $S_{i} \backslash A_{i}$ in descending order, and let $B_{i}^{\prime}$ be $S_{i} \backslash B_{i}$ in descending order. Given this choice of $A_{i}$ and $B_{i}$ (there being $C_{k}^{2 k-2}$ possible such choices), we can now describe the extremum associated with the $A_{i}$ and $B_{i}$.

We will define sets $L_{i}$ for $1 \leq i \leq k$ and $R_{i}$ for $0 \leq i \leq k-1$. Put $L_{1}=S_{0}$ and $R_{k-1}=S_{k}$. For $1 \leq i \leq k-1$, put $R_{i-1}=A_{i}$ and $L_{i+1}=A_{i}^{\prime}$. Now, the values of $c_{i}$ for $i \in S_{0}$ are the values of $R_{0}$ in descending order; the values of $c_{i}$ for $i \in S_{k}$ are the values of $L_{k}$ in descending order; the values of $c_{i}$ for $i \in B_{j}$ are the values of $L_{j}$ in descending order; and the values of $c_{i}$ for $i \in B_{j}^{\prime}$ are the values of $R_{j}$ in descending order. Observe that this sequence can be divided into $k$ disjoint monotone descending subsequences, of the required lengths; the $i^{\text {th }}$ of them, for $1 \leq i \leq k$, contains $R_{i-1}$, the fixed values $c_{j}$ for $s_{i-1}+k-1 \leq j \leq s_{i}-k$, and $L_{i}$. Call this subsequence $T_{i}$.

An example extremum with $n=17$ and $k=3$ is shown in Table 9.2,

Table 9.2: Structure of an example extremal permutation

| $n$ | 17 |
| :---: | :--- |
| $k$ | 3 |
| Extremum | 542121098716631514131110 |
| $\ell_{1}, \ell_{2}, \ell_{3}$ | $5,6,6$ |
| $s_{0}, s_{1}, s_{2}, s_{3}$ | $0,5,11,17$ |
| Canonical extremum | 432101098765161514131211 |
| Fixed and variable values | X X $2 \times \mathrm{XXXX} 87 \mathrm{XXXX} 1413 \mathrm{XX}$ |
| $S_{0}, S_{1}, S_{2}, S_{3}$ | $\{0,1\},\{3,4,5,6\},\{9,10,11,12\},\{15,16\}$ |
| $S$ | $\{0,1,3,4,5,6,9,10,11,12,15,16\}$ |
| $A_{1}, A_{2}$ | $\{5,4\},\{12,9\}$ |
| $B_{1}, B_{2}$ | $\{5,4\},\{11,10\}$ |
| $A_{1}^{\prime}, A_{2}^{\prime}$ | $\{6,3\},\{11,10\}$ |
| $B_{1}^{\prime}, B_{2}^{\prime}$ | $\{6,3\},\{12,9\}$ |
| $L_{1}, L_{2}, L_{3}$ | $\{1,0\},\{6,3\},\{11,10\}$ |
| $R_{0}, R_{1}, R_{2}$ | $\{5,4\},\{12,9\},\{16,15\}$ |
| $T_{1}, T_{2}, T_{3}$ | $54210,1298763,161514131110$ |

along with the various parameters for its structure described above.
It remains to prove that this sequence has the expected number of monotone subsequences of length $k+1$, and that all extrema (subject to the sequence being divisible into $k$ disjoint monotone descending subsequences) have that form. The description of the sequence makes sense for $n \geq$ $k(2 k-2)$, and Theorem 9.7 applies for all such $n$, but if $n<k(2 k-1)$ there can be other extrema not of the form described.

Theorem 9.7 The sequences just described have exactly $M_{k}(n)$ monotone subsequences of length $k+1$, all of them descending.

Proof By the division into $k$ disjoint monotone descending subsequences, of lengths $\ell_{i}$, there are no monotone ascending subsequences of length $k+1$, and there are at least $M_{k}(n)$ monotone descending subsequences of length $k+1$ (that is, those subsequences entirely within any one of the $k$ subsequences into which the sequence is divided). Thus it is only necessary to prove that there is no monotone descending subsequence of length $k+1$ containing values from more than one of the $k$ subsequences.

If $j \geq i+2$, then the whole of $T_{j}$ is to the right of the whole of $T_{i}$, and all the values in $T_{j}$ are greater than all the values in $T_{i}$. Thus any additional monotone subsequence of length $k+1$ can contain values from only two of the $T_{j}$, say $T_{i}$ and $T_{i+1}$. If it contains $c_{p}$ from $T_{i}$ and $c_{q}$ from $T_{i+1}$, we still have $p<q$ except possibly for $c_{p}$ from $L_{i}$ and $c_{q}$ from $R_{i}$, and $c_{p}<c_{q}$ except possibly for $c_{p}$ from $R_{i-1}$ and $c_{q}$ from $L_{i+1}$. Thus this sequence contains no values from the fixed central regions of $T_{i}$ and $T_{i+1}$; if it contains a value from $R_{i-1}$, then it contains a value from $L_{i+1}$, and all values are from $R_{i-1}$ and $L_{i+1}$; if it contains a value from $L_{i}$, then all values are from $L_{i}$ and $R_{i}$. But a monotone descending subsequence of length $k+1$ in
$R_{i-1}$ followed by $L_{i+1}$ would be such a subsequence in $A_{i}$ followed by $A_{i}^{\prime}$, contradicting the definition of $C(k, p)$. Likewise, a monotone descending sequence (of values, as the position goes up) in $L_{i}$ and $R_{i}$ may be seen to be equivalent to a monotone descending sequence of positions, as the value goes up, in the positions (going down) of $L_{i}$ followed by those of $R_{i}$; that is, in $B_{i}$ followed by $B_{i}^{\prime}$, again a contradiction. Thus there are no such monotone subsequences.

Theorem 9.8 For $n \geq k(2 k-1)$, the sequences which contain no monotone ascending $(k+1)$-subsequences and a minimum number of monotone descending $(k+1)$-subsequences are exactly the $\binom{k}{n \bmod k} C_{k}^{2 k-2}$ sequences described above. The sequences which contain no monotone descending $(k+$ $1)$-subsequences and a minimum number of monotone ascending $(k+1)$ subsequences are those sequences, reversed.

Proof The derivation of extremal sequences with only ascending $(k+1)$ subsequences from those with only descending $(k+1)$-subsequences is clear. As observed above, sequences with only descending $(k+1)$-subsequences are just those divisible into at most $k$ disjoint monotone descending subsequences, and minimality requires that there be exactly $k$ such subsequences, and that their lengths by $\lfloor n / k\rfloor$ or $\lceil n / k\rceil$. Thus the sequences described above are extremal (from Theorem 9.7), and it is only necessary to show that there are no more extremal sequences.

Suppose $c_{0}, c_{1}, \ldots, c_{n-1}$ is an extremal sequence. Suppose that one of the $k$ monotone descending subsequences into which it is divided occupies positions $a_{0}<a_{1}<\cdots<a_{\ell_{i}-1}$ (so has values $c_{a_{0}}>c_{a_{1}}>\cdots>c_{a_{\ell_{i}-1}}$ ), and another occupies positions $b_{0}<b_{1}<\cdots<b_{\ell_{j}-1}$, where $a_{0}<b_{0}$. Then $c_{a_{0}}<c_{b_{0}}$ (since otherwise $c_{a_{0}}, c_{b_{0}}, c_{b_{1}}, \ldots, c_{b_{k-1}}$ would be another monotone
descending $(k+1)$-subsequence $)$, so $c_{a_{m}} \leq c_{a_{0}}<c_{b_{0}}$ for all $m$. Thus $b_{0}>$ $a_{\ell_{i}-k}$, since otherwise $c_{b_{0}}, c_{a_{\ell_{i}-k}}, c_{a_{\ell_{i}-k+1}}, \ldots, c_{a_{\ell_{i}-1}}$ would be a monotone descending $(k+1)$-subsequence; and $a_{\ell_{i}-1}>b_{k-1}$, since otherwise either $c_{b_{0}}, c_{b_{1}}, \ldots, c_{b_{k-1}}, c_{a_{e_{i}-1}}$ or $c_{a_{0}}, c_{a_{1}}, \ldots, c_{a_{k-1}}, c_{b_{k-1}}$ would be a monotone descending $(k+1)$-subsequence (depending on the order of $c_{a_{e_{i}-1}}$ and $\left.c_{b_{k-1}}\right)$.

Thus, if we order our $k$ subsequences by the position of the first element, we have seen that the only possible overlap in positions is between the last $k-1$ of one sequence and the first $k-1$ of a later sequence. Because $n \geq k(2 k-1)$, each sequence has $\ell_{i}-2(k-1)>0$ central elements that are not in the first or last $k-1$; so the ordering by where the first elements are is the same as the ordering by where the central elements are (which was chosen previously as the ordering of the $\ell_{i}$ ). In particular, we see that the only overlap in positions is between the last $k-1$ of one sequence and the first $k-1$ of the very next sequence in this order.

Likewise, we may consider the possible overlap in values. If as above we have $i<j, a_{p}$ the positions of sequence $i$ and $b_{q}$ the positions of sequence $j$, then suppose for some $p, q$ we have $c_{a_{p}}>c_{b_{q}}$. If $p \geq k-1$, then $c_{a_{0}}, c_{a_{1}}$, $\ldots, c_{a_{k-1}}, c_{b_{q}}$ would be monotone descending; if $q \leq \ell_{j}-k$, then $c_{a_{p}}, c_{b_{\ell_{j}-k}}$, $c_{b_{\ell_{j}-k+1}}, \ldots, c_{b_{\ell_{j}-1}}$ would be monotone descending. Thus the only possible overlap in values is between the first $k-1$ of one sequence and the last $k-1$ of a later sequence, which again must be the very next sequence.

Given these restrictions on overlap of positions, the $i^{\text {th }}$ sequence must include the positions from $s_{i-1}+k-1$ to $s_{i}-k$ (with $k-1$ positions to either side). The restrictions on overlap of values imply that in these central $\ell_{i}-2(k-1)$ positions there must be the canonical values $d_{i}$. Thus all extrema have those fixed values that were fixed in our description of the extrema.

For $1 \leq i \leq k$, let $R_{i-1}$ be the set of the first $k-1$ values in the $i^{\text {th }}$ se-
quence, and let $L_{i}$ be the set of the last $k-1$ values. Then the $i^{\text {th }}$ sequence contains the values $R_{i-1}$, the fixed values $c_{j}$ for $s_{i-1}+k-1 \leq j \leq s_{i}-k$, and $L_{i}$, as in the above description of extrema. Further, the restriction on the overlap of values implies that $L_{1}=S_{0}$ and $R_{k-1}=S_{k}$, and that, for $1 \leq i \leq k-1, R_{i-1}$ and $L_{i+1}$ are disjoint subsets of $\left[s_{i}-k+1, s_{i}+k-2\right]$. Put $A_{i}=R_{i-1}$ and $A_{i}^{\prime}=L_{i+1}$. Similarly, the positions in our sequence of the values in $L_{i}$ and $R_{i}$ are disjoint subsets of $\left[s_{i}-k+1, s_{i}+k-2\right]$; let $B_{i}$ be the set of positions of the values in $L_{i}$, and let $B_{i}^{\prime}$ be the set of positions of the values in $R_{i}$.

If $A_{i}$ and $B_{i}$ are indeed elements of $C\left(k, s_{i}+k-2\right)$, then the sequence is of the given form, with those $A_{i}$ and $B_{i}$. However, if $A_{i}$ is not an element of $C\left(k, s_{i}+k-2\right)$, then the sequence of the values of $A_{i}=R_{i-1}$ in descending order, followed by those of $A_{i}^{\prime}=L_{i+1}$ in descending order, has a monotone descending subsequence of length $k+1$, which is such a subsequence in our original sequence, contradicting minimality. Likewise, if $B_{i}$ is not an element of $C\left(k, s_{i}+k-2\right)$, then the sequence of the values of $B_{i}$ in descending order (the positions of $L_{i}$, in ascending order of value), followed by those of $B_{i}^{\prime}$ in descending order (the positions of $R_{i}$, in ascending order of value), has a monotone descending $(k+1)$-subsequence; that is, there is a monotone descending $(k+1)$-sequence of positions, the values in which are increasing, which gives a monotone descending sequence of values in the original sequence.

If $n<k(2 k-1)$, the above proof no longer works, since some of the $k$ subsequences have no fixed middle elements. However, for $k(2 k-2) \leq$ $n<k(2 k-1)$, the construction still gives sequences with $M_{k}(n)$ monotone $(k+1)$-subsequences - but there can be other extrema (in which all monotone $(k+1)$-subsequences go in the same direction) as well.

Table 9.3: Number of extremal permutations for $3 \leq k \leq 4$

|  | $k=3$ |  | $k=4$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $n$ | Total | Both | Total | Both |
| 1 | 1 | 0 | 1 | 0 |
| 2 | 2 | 0 | 2 | 0 |
| 3 | 6 | 0 | 6 | 0 |
| 4 | 22 | 0 | 24 | 0 |
| 5 | 86 | 0 | 118 | 0 |
| 6 | 306 | 0 | 668 | 0 |
| 7 | 882 | 0 | 4124 | 0 |
| 8 | 1764 | 0 | 26328 | 0 |
| 9 | 1764 | 0 | 165636 | 0 |
| 10 | 8738 | 0 | 985032 | 0 |
| 11 | 6892 | 0 | 5323032 | 0 |
| 12 | 1682 | 0 | 25038288 | 0 |
| 13 | 14706 | 10092 | 97173648 | 0 |
| 14 | 4182 | 0 | 288576288 | 0 |
| 15 | 1250 | 0 | 577152576 | 0 |
| 16 | 6250 | 2500 | 577152576 | 0 |
| 17 | 3750 | 0 | 2855608848 | 0 |
| 18 | 1250 | 0 | 2330017568 | 0 |
| 19 |  |  | 710429200 | 0 |

Computation shows that, for some $n$ and $k$, such other extrema do indeed exist. In particular, this applies for $k=3$ and $12 \leq n<15$ : for each such $n$ there are extrema, in which all monotone $(k+1)$-subsequences go in the same direction, that are not of the form described above. Further, if we remove the constraint that all monotone $(k+1)$-subsequences go in the same direction, the extremal function is as conjectured for $k=3$ and $n \leq 18$, and for $k=4$ and $n \leq 19$ (that is, there are no sequences with fewer than $M_{k}(n)$ monotone $(k+1)$-subsequences). For $k=3$ and $15 \leq n \leq 18$, the extrema described above are found, but when $n=16$ there are some additional extrema which contain both ascending and descending monotone $(k+1)$-subsequences. (The first such extremum lexicographically is '4 392 1013876515141211 10'.) Table 9.3 shows the number of extrema found in each case, in the columns headed 'Total', and the number of those which contain both ascending and descending monotone $(k+1)$-subsequences, in the columns headed 'Both'.

For larger $n$ exhaustive search could not be done, but heuristic computation, taking a random permutation and attempting to move from that to an apparent extremum, did not find any other cases of apparent extrema (i.e., permutations with $M_{k}(n)$ monotone subsequences of length $k+1$ ) not matching the form described above, nor any sequences with fewer than $M_{k}(n)$ monotone $(k+1)$-subsequences, for $n \geq k(2 k-1)$.

The method for the heuristic computation started with a random permutation. Various operations were then applied to it: transposing a pair of values in the permutation; reversing the order of a block of values in the permutation; rotating a block of values (in consecutive positions) in the permutation left or right; and the dual operation of rotating a block of positions (of consecutive values). All possible operations that reduced the number of
monotone $(k+1)$-subsequences were considered, if there were any; if there were none, operations that kept the number of monotone $(k+1)$-subsequences the same were considered; in that case, a completely random move was occasionally chosen instead (to try to avoid the problem of being stuck at a local minimum that was not a global minimum). This process was stopped when the permutation had no more than $M_{k}(n)$ monotone $(k+1)$-subsequences. In computations for various $n$ and $k$ with $n \geq k(2 k-1)$, no cases were found with fewer than $M_{k}(n)$ monotone ( $k+1$ )-subsequences, and the only extrema found in which not all monotone $(k+1)$-subsequences went in the same direction were with $k=3$ and $n=16$. These computations were done for $k=3$ and $15 \leq n \leq 30$, and for $k=4$ and $28 \leq n \leq 40$.

## Appendices

## Appendix A

## Tables and source code for Lemma 5.6

## A. 1 Tables

In Chapter 5, we presented a proof of an inequality (Lemma 5.6) that relied on numerical computation of bounds in a large number of cases. Here we present tables of the bounds computed. The source code of the program that generated these tables is in Section A.2.
Table A.1: Bounds on $\frac{\partial^{2} f}{\partial \alpha^{2}}$ for $0 \leq q \leq 0.4$
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Table A.3: Bounds for $0.48 \leq q \leq 0.5$
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| -0.088946 | 0.429870 | -0.068448 | -0.014653 |
| 0.035108 | 0.585497 | -0.061731 | -0.016043 |
| 0.143961 | 0.718313 | -0.052583 | -0.015495 |
| 0.231379 | 0.822463 | -0.041359 | -0.013245 |
| 0.292463 | 0.894044 | -0.028508 | -0.009630 |
| 0.323857 | 0.930475 | -0.014539 | -0.005060 |



$\begin{array}{lllllllll}10 & 10 & 10 & 10 & 10 & 10 & 10 & 10 & 10 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}$
$\stackrel{\infty}{\circ}$

[^0]| -1.464206 | -1.059305 | 0.032045 | 0.308311 |
| :--- | :--- | :--- | :--- |

0.285432
0.262952
0.240883
0.219238
0.198029
297LLI 0
0.156960
glilet.0
L99Lİ0
0.098590
0.079913
0.061678
0.044000
0.027083
0.011232

| 1 |
| :--- |
| 0 |
| 0 |
| 0 |
| 0 |
| 0 |

0
0
0
0
0
0
$i$
0.032045
$-0.000601$
$-0.016237$
$-0.031413$
に.
0
0
0
0
0
0
12
0
0
8
0
0
1
967200
8
10
0
0
0
0
10
8
8
6
0
1
[L8ZII.0-

| 0 |
| :--- |
| $\underset{4}{4}$ |
|  |
|  |
| $i$ |

$\stackrel{\rightharpoonup}{2}$
8
7
7
$i$
0
0
0
0
0
0

0 | N |
| :--- |
|  |
| 10 |
| 0 |
| 0 |
| 1 |

9
$\stackrel{9}{1}$
$\stackrel{0}{0}$
$\stackrel{1}{0}$
$i$


4
8
8
8
$i$
0
$\stackrel{0}{\circ}$
$\stackrel{y}{1}$
0
0
0
$-0.942121$
 0
0
0
$\infty$
$\infty$
0
0 $-0.855292$
 9
2
8
1
1
$i$ L89172:00
0
0
0
0
0
1 $\infty$
0
0
0
0
0
0

 $-0.336355$ | 0 |
| :---: |
|  |
|  |
| 6 |
| $\vdots$ |
| 1 |

0.035759


$-1.412418$ $-1.385274$ $-1.357373$ $-1.328795$ $-1.299646$

 | $\circ$ |
| :--- |
| O |
| N |
| N |
|  | $-1.220577$ $\stackrel{\infty}{\stackrel{\infty}{2}}$ $\stackrel{\rightharpoonup}{2}$

$\stackrel{1}{0}$
-
-$-1.131434$ $-1.082693$ $-1.014446$ $-0.921518$ $-0.801255$ 8
$\stackrel{2}{7}$
0
0
0





$$
0.460107 \quad-0.155372 \quad-0.025908
$$

$$
\begin{aligned}
& \text { ㅌ } \\
& \text { پ. } \\
& \text { O. } \\
& \text { in }
\end{aligned}
$$


929680 $0^{-}$ 891880.0LL9EE0 $0-$
$-0.027103$
$-0.018975$
4
0
0
0
0
0
1

| 0.460107 | -0.155372 |
| :--- | :--- |
| 0.666970 | -0.148182 |
| 0.857566 | -0.137761 |
| 1.026778 | -0.124362 |
| 1.177975 | -0.108318 |
| 1.308571 | -0.089912 |
| 1.416793 | -0.069466 |
| 1.494816 | -0.047328 |
| 1.534205 | -0.023972 |





$\begin{array}{llllllllll}10 & 10 & 10 & 10 & 10 & 10 & 10 & 10 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0\end{array}$

## A. 2 Source code

The following is the source code of the program that generated the tables in
Section A. 1 and so verifies the computational part of the proof of Lemma 5.6.
This source code is in the ISO C language [25].
/* Verify inequality associated with quasi-random graphs and complete minors. */
/* Copyright 2002 Joseph Samuel Myers.
All rights reserved.
Redistribution and use in source and binary forms, with or without modification, are permitted provided that the following conditions are met:

1. Redistributions of source code must retain the above copyright notice, this list of conditions and the following disclaimer.
2. Redistributions in binary form must reproduce the above copyright notice, this list of conditions and the following disclaimer in the documentation and/or other materials provided with the distribution.
3. The name of the author may not be used to endorse or promote products derived from this software without specific prior written permission.

THIS SOFTWARE IS PROVIDED BY THE AUTHOR '‘AS IS"' AND ANY EXPRESS OR IMPLIED WARRANTIES, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DISCLAIMED. IN NO EVENT SHALL THE AUTHOR BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPECIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SERVICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION) HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS SOFTWARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

```
#include <math.h>
#include <stdarg.h>
#include <stdio.h>
#include <stdlib.h>
static long double q0; /* q_0 = 0.543689012692...,
                        real root of
                            q^3 + q^2 + q-1 = 0. */
static long double p0; /* p_0 = 1 - q_0,
    real root of
    p^3-4p^2 + 6p-2 = 0. */
static long double em1; /* e^-1. */
static long double em2; /* e^-2. */
static long double em2x4; /* 4e^-2. */
typedef struct {
    long double min;
    long double max;
} BOUNDS;
/* Print an error and exit. */
static void
die(const char *format, ...)
{
    va_list args;
    fprintf(stderr, "minors-quasi-ineq: ");
    va_start(args, format);
    vfprintf(stderr, format, args);
    va_end(args);
    exit(EXIT_FAILURE);
}
```

```
/* Return -r log r. */
static long double
mrlogr (long double r)
{
    if (r < 0.0L || r > 1.0L)
        die("mrlogr out of range");
    if (r == 0.0L)
        return 0.0L;
    return -r * logl(r);
}
/* Return r (log r)^2. */
static long double
rlogr2 (long double r)
{
    long double l;
    if (r < 0.0L || r > 1.0L)
        die("rlogr2 out of range");
    if (r == 0.0L)
        return 0.0L;
    l = logl(r);
    return r * l * l;
}
/* Return x^(1/y^2). */
static long double
powov2 (long double x, long double y)
{
    if (x < 0.0L || x >= 1.0L || y < 0.0L || y > 1.0L)
        die("powov2 out of range");
    if (y == 0.0L || x == 0.0L)
        return 0.0L;
    return powl(x, 1.OL / y / y);
}
```

```
/* Return the bounds of -r log r. */
static BOUNDS
mlog_bounds (BOUNDS r)
{
    BOUNDS ret;
    long double left;
    long double right;
    left = mrlogr(r.min);
    right = mrlogr(r.max);
    ret.min = (left < right ? left : right);
    if (r.min <= em1 && em1 <= r.max)
        ret.max = em1;
    else
        ret.max = (left > right ? left : right);
    return ret;
}
/* Return the bounds of r (log r)^2. */
static BOUNDS
log2_bounds (BOUNDS r)
{
    BOUNDS ret;
    long double left;
    long double right;
    left = rlogr2(r.min);
    right = rlogr2(r.max);
    ret.min = (left < right ? left : right);
    if (r.min <= em2 && em2 <= r.max)
        ret.max = em2x4;
    else
        ret.max = (left > right ? left : right);
    return ret;
}
```

```
/* Return the bounds of d^2f/d\alpha^2. */
static BOUNDS
d2f_bounds (BOUNDS qb, BOUNDS ab)
{
    BOUNDS qoa; /* Bounds of q^(1/\alpha^2). */
    BOUNDS qoal1; /* ... * - log self. */
    BOUNDS qoal2; /* ... * log`2 self. */
    BOUNDS qo1a; /* Bounds of q^(1/(1-\alpha)^2). */
    BOUNDS qo1al1; /* ... * - log self. */
    BOUNDS qo1al2; /* ... * log^2 self. */
    BOUNDS ret;
    qoa.min = powov2(qb.min, ab.min);
    qoa.max = powov2(qb.max, ab.max);
    qo1a.min = powov2(qb.min, 1.0L - ab.max);
    qo1a.max = powov2(qb.max, 1.0L - ab.min);
    qoal1 = mlog_bounds(qoa);
    qoal2 = log2_bounds(qoa);
    qo1al1 = mlog_bounds(qo1a);
    qo1al2 = log2_bounds(qo1a);
    ret.min = (-4.0L
                                    + 2.0L * qoa.min + 2.0L * qoal1.min
                            + 4.0L * qoal2.min
                            + 2.0L * qo1a.min + 2.0L * qo1al1.min
                            + 4.0L * qo1al2.min);
    ret.max = (-4.0L
                            + 2.0L * qoa.max + 2.0L * qoal1.max
                            + 4.0L * qoal2.max
            + 2.0L * qo1a.max + 2.0L * qo1al1.max
            + 4.0L * qo1al2.max);
    return ret;
}
```

```
/* Print a fraction in reduced form.
    The only factors to remove are powers of 2. */
static void
print_reduced_fraction(int n, int d)
{
    while (n % 2 == 0 && d % 2 == 0) {
        n /= 2;
        d /= 2;
    }
    if (n == 0)
        printf("$0$");
    else
        printf("$\\frac{%d}{%d}$", n, d);
}
/* Attempt to prove second derivative always negative
    for given q. */
static void
prove_d2f_neg (BOUNDS qb)
{
    long double amin, astep;
    amin = 0.0L;
    astep = 0.5L;
    while (amin < 0.5L) {
        BOUNDS ab;
        BOUNDS tb;
        ab.min = amin;
        ab.max = amin + astep;
        tb = d2f_bounds(qb, ab);
        if (tb.max < 0.0L) {
            printf("$%Lg$ & $%Lg$ & ",
                                    qb.min, qb.max);
            print_reduced_fraction(ab.min / astep, 1.0L / astep);
            printf(" & ");
            print_reduced_fraction(ab.max / astep, 1.0L / astep);
            printf(" & $%.6Lf$ & $%.6Lf$ \\\\\\n",
                                    tb.min, tb.max);
            amin += astep;
        } else {
```

```
APPENDIX A. TABLES AND SOURCE CODE FOR LEMMA 5.6
```

```
            astep /= 2;
```

            astep /= 2;
            if (astep < 1.0L / 4096.0L)
            if (astep < 1.0L / 4096.0L)
                break;
                break;
        }
        }
    }
    }
    if (amin >= 0.5L) {
    if (amin >= 0.5L) {
        printf("Succeeded in proving second derivative "
        printf("Succeeded in proving second derivative "
                "negative for all alpha,\n"
                "negative for all alpha,\n"
                "%Lf <= q <= %Lf\n", qb.min, qb.max);
                "%Lf <= q <= %Lf\n", qb.min, qb.max);
    } else {
    } else {
        die("FAILED to prove second derivative "
        die("FAILED to prove second derivative "
            "negative for all alpha,\n"
            "negative for all alpha,\n"
            "%Lf <= q <= %Lf", qb.min, qb.max);
            "%Lf <= q <= %Lf", qb.min, qb.max);
    }
    }
    }

```
}
```

/* Attempt to prove f always positive for given q. */
static void
prove_f_pos (BOUNDS qb)
\{
/* Divide [ 0, 1/2] into some number of parts. Bound
second derivative on each part. We know first
derivative is zero at centre; bound it on each part.
We know $f$ is zero at alpha $=0$; bound it at end of
each part. Want: $f>0$ in centre. Use this from say
$q=0.4$ up, but not too far up (too near q0). */
int parts = 2;
BOUNDS d2b[32];
BOUNDS d1b[32]; /* 1st derivative on a region. */
BOUNDS d1bleft[32]; /* 1st derivative to
the left of a region. */
BOUNDS fb[32], fbright[32];
while (parts <= 32) \{
int i;
long double $d=0.5 \mathrm{~L} /$ (long double)parts;
BOUNDS rb, lb;
for (i = 0; i < parts; i++) \{
BOUNDS ab;
ab.min $=d * i ;$
$\mathrm{ab} \cdot \max =\mathrm{d} *(\mathrm{i}+1)$;

```
    d2b[i] = d2f_bounds(qb, ab);
}
    rb.min = 0.0L;
    rb.max = 0.OL;
    for (i = parts - 1; i >= 0; i--) {
    d1bleft[i].min = rb.min - d * d2b[i].max;
    d1bleft[i].max = rb.max - d * d2b[i].min;
    d1b[i].min = (rb.min < d1bleft[i].min
                                    ? rb.min
                : d1bleft[i].min);
    d1b[i].max = (rb.max > d1bleft[i].max
                                    ? rb.max
                                    : d1bleft[i].max);
    rb = d1bleft[i];
}
lb.min = 0.0L;
lb.max = 0.0L;
for (i = 0; i < parts; i++) {
    fbright[i].min = lb.min + d * d1b[i].min;
    fbright[i].max = lb.max + d * d1b[i].max;
    fb[i].min = (lb.min < fbright[i].min
                                    ? lb.min
                                    : fbright[i].min);
        fb[i].max = (lb.max > fbright[i].max
                                    ? lb.max
                                    : fbright[i].max);
        if (fbright[i].min <= 0.0L)
            break;
        lb = fbright[i];
    }
    if (i == parts)
        break;
    parts *= 2;
}
if (parts <= 32) {
    int i;
    for (i = 0; i < parts; i++) {
        printf("$%Lg$ & $%Lg$ "
            "& $\\frac{%d}{%d}$ & $\\frac{%d}{%d}$ "
            "& $%.6Lf$ & $%.6Lf$ & $%.6Lf$ & $%.6Lf$ "
            "& $%.6Lf$ & $%.6Lf$ \\\\\n",
```

```
                    qb.min, qb.max, i, 2 * parts, i + 1, 2 * parts,
                    d2b[i].min, d2b[i].max,
                        d1bleft[i].min, d1bleft[i].max,
                fbright[i].min, fbright[i].max);
        }
        printf("Proved f always positive for "
                        "%Lf <= q <= %Lf, %d steps.\n",
                        qb.min, qb.max, parts);
    } else {
        die("FAILED to prove f always positive for "
            "%Lf <= q <= %Lf.",
            qb.min, qb.max);
    }
}
/* Attempt to prove f of a certain shape for given q. */
static void
prove_f_shape (BOUNDS qb)
{
    /* Divide [ 0, 1/2 ] into some number of parts. Bound
        second derivative on each part. We know first
        derivative is zero at centre; bound it on each part.
        Want: first a region with second derivative negative,
        then the first derivative negative until the centre
        (zero at the centre - so then allow a region with
        second derivative positive). */
    int parts = 2;
    BOUNDS d2b[32];
    BOUNDS d1b[32]; /* 1st derivative on a region. */
    BOUNDS d1bleft[32]; /* 1st derivative to
                                    the left of a region. */
    while (parts <= 32) {
        int i;
        long double d = 0.5L / (long double)parts;
        BOUNDS rb;
        for (i = 0; i < parts; i++) {
            BOUNDS ab;
            ab.min = d * i;
            ab.max = d * (i + 1);
            d2b[i] = d2f_bounds(qb, ab);
        }
```

```
    rb.min = 0.0L;
    rb.max = 0.0L;
    for (i = parts - 1; i >= 0; i--) {
        d1bleft[i].min = rb.min - d * d2b[i].max;
        d1bleft[i].max = rb.max - d * d2b[i].min;
        d1b[i].min = (rb.min < d1bleft[i].min
                ? rb.min
                : d1bleft[i].min);
            d1b[i].max = (rb.max > d1bleft[i].max
                ? rb.max
                : d1bleft[i].max);
    rb = d1bleft[i];
}
for (i = 0; i < parts; i++) {
    if (d2b[i].max >= 0)
            break;
    }
    for (; i < parts; i++) {
        if (d1b[i].max >= 0)
            break;
    }
    for (; i < parts; i++) {
    if (d2b[i].min <= 0)
            break;
    }
    if (i == parts)
        break;
    parts *= 2;
}
if (parts <= 32) {
    int i;
    for (i = 0; i < parts; i++) {
        printf("$%Lg$ & $%Lg$ "
            "& $\\frac{%d}{%d}$ & $\\frac{%d}{%d}$ "
            "& $%.6Lf$ & $%.6Lf$ & $%.6Lf$ & $%.6Lf$ \\\\\\n",
            qb.min, qb.max, i, 2 * parts, i + 1, 2 * parts,
            d2b[i].min, d2b[i].max,
            d1bleft[i].min, d1bleft[i].max);
    }
    printf("Proved f correct shape for "
            "%Lf <= q <= %Lf, %d steps.\n",
```
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```
                    qb.min, qb.max, parts);
```

                    qb.min, qb.max, parts);
    } else {
    } else {
        die("FAILED to prove f correct shape for "
        die("FAILED to prove f correct shape for "
            "%Lf <= q<= %Lf.",
            "%Lf <= q<= %Lf.",
            qb.min, qb.max);
            qb.min, qb.max);
    }
    }
    }
}
int
main (void)
{
/* Compute q0 by cubic formula. */
q0 = (cbrtl(3.0L * sqrtl(33.0L) + 17.0L)
- cbrtl(3.OL * sqrtl(33.OL) - 17.OL)
- 1.0L) / 3.0L;
p0 = 1.0L - q0;
em1 = expl(-1.0L);
em2 = expl(-2.OL);
em2x4 = 4 * em2;
prove_d2f_neg((BOUNDS) { 0.0L, 0.4L });
prove_f_pos((BOUNDS) { 0.4L, 0.48L });
prove_f_shape((BOUNDS) { 0.48L, 0.5L });
prove_f_shape((BOUNDS) { 0.5L, 0.55L });
exit(EXIT_SUCCESS);
}

```
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